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Abstract—This paper addresses an attribute recognition prob-
lem in thermal images, specifically on worn objects such as
hat and glasses. Although attribute recognition is a growing
research field, there are not much work done in thermal infrared
spectrum. In this spectrum, since illumination is not a problem,
it could be a better option to be used in nighttime or poorly lit
areas. The proposed method uses only the attribute information
and excludes the unnecessary information for the recognition.
To achieve this, we propose attribute recognition based on fea-
ture decomposition using Robust Principal Component Analysis
(RPCA). An experiment to evaluate the capability of the proposed
method was conducted on the dataset created for this research.
The results show that the proposed method outperformed the
method without decomposition by 14% in average with a maxi-
mum of 27% increase in a specific attribute.

[. INTRODUCTION

Security surveillance systems play a vital role in the com-
munity nowadays. These systems may be able to prevent
crimes in the vicinity and can even be used to help find and
identify a criminal. Important keys in identifying or searching
criminals are by looking at their characteristics. One of them
is what they wear, and we define such information of a person
as “wearable attributes”. In certain places, a bank for example,
the usage of mask, hat, and sunglasses might not be allowed.
This research focuses on recognizing these wearable attributes.

A basic surveillance system employs a general consumer
market camera, which works in the visible spectrum. Many
ongoing image processing researches are conducted in visible
spectrum, but illumination is often a big factor on the success
of any recognition method used. If an area is not properly
illuminated, the captured image might not have sufficient
information to offer, which decreases the capability of the
method. This makes surveillance in nighttime or in poorly lit
areas a challenging task. In these situations, a thermal camera
which captures images in thermal infrared spectrum can be a
better option.

In thermal infrared spectrum, illumination is not a problem
because the camera reproduces an image by capturing infrared
radiation whose intensity depends on the temperature. With a

Fig. 1: Image example in thermal infrared spectrum.

thermal infrared camera, surveillance during nighttime or of
poorly lit area is made possible. Figure 1 shows a sample
image of a person in thermal spectrum. In the image, the
person is presented with multiple wearable attributes (hat,
glasses, and mask).

The approach taken in this research is to use the thermal
characteristics of wearable attributes in the thermal spectrum.
As shown in Fig. 1, the size of each attribute is relatively small
when compared to the size of the human body. Furthermore,
intra-class variation of human body is large. Even in the
thermal infrared image, it is still difficult to recognize these
attributes. Some works on attribute recognition [7], [8], [13]
make use of a smaller region of a person, i.e. face region,
which is also divided further into even smaller regions.

In this research, we introduce attribute recognition based
on decomposition using Robust Principal Component Analysis
(RPCA). The decomposition process produces images with
size identical to the original instead of dividing the image into
smaller regions. The proposed method decomposes an image
to two images; one with the wearable attribute information and
the other with the human body without the wearable attribute.
More details are provided in Section 3.

II. RELATED WORK

Attribute has a very broad meaning as it is defined as a trait
or an element of someone/something. For humans, examples
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Fig. 2: Example of data with attribute as minority.

of attributes are age, gender, and race. Contrary to these non-
wearable attributes, this research handles a specific attribute
category which will be referred as wearable attributes such
as hat and glasses. To elaborate, this research categorizes
wearable attribute as an attribute that is worn by people. Unless
specified otherwise, attribute in this research refers to wearable
attributes.

A lot of works have been done related to the recognition
of non-wearable attributes, as it encompasses the usefulness
on various fields such as crime investigations and human
computer interaction. There are works available in effort to
classify expressions [2] and race/ethnicity [11].

For wearable attributes, the closest works are done by
Kumar et al. [7], [8] that utilize various attributes for face
verification. Other examples [5], [13] use images taken from
surveillance cameras to find people based on certain attributes,
e.g. red shirt.

All of the studies mentioned previously were conducted in
the visible spectrum. In contrast, there are only few attribute
recognition studies available in thermal infrared spectrum.
Most of these works are solely focused on recognizing facial
expression [6], [12], and a brief eyewear (glasses and sun-
glasses) detection experiment is done in [13]. To the extent of
our knowledge, there are no other works that focus only on
wearable attributes in thermal infrared spectrum.

III. INFRARED IMAGE DECOMPOSITION

The decomposition process adapted by this research is
discussed in this section. First, the approach of this research is
described in a more detailed fashion. The following subsection
explains Robust Principal Component Analysis (RPCA) as the
basis of the decomposition process of the proposed method.

A. Attribute Extraction by Decomposition

The decomposition process is where the proposed method
takes advantage of the characteristics of the attributes in the
thermal images. As mentioned previously, the size of an
attribute is relatively small compared to the human body, and
as a matter of fact, human bodies themselves have variations.
This makes the recognition of the attributes relatively difficult.
To tackle this problem, the proposed method decomposes
an image and extracts the attributes from the human body

region and discards the unnecessary information (including
the variation of the human body) for the recognition.

The main idea behind the decomposition is as follows:
Assume a collection of thermal infrared human images. When
the majority of images have no attributes in them, the presence
of an attribute in some images (minority) will be evaluated as
“noise”. Figure 2 portraits a data example of this idea. The
mask attribute in Fig. 2(b) and backpack attribute in Fig. 2(c)
are considered as noise in face and torso regions, respectively.
Under this assumption, the attribute can be extracted by the
decomposition which will be used for the recognition.

B. Robust Principal Component Analysis (RPCA)

As mentioned earlier, the proposed method utilizes Robust
Principal Component Analysis (RPCA) to perform the de-
composition. RPCA is a modification of the popular Principal
Component Analysis (PCA), making it robust to corrupted or
noisy observations in the data. This is motivated by the fact
that PCA encounters problems on the existence of outliers
and/or noisy observations. With RPCA, noisy images can be
decomposed, resulting in two images with noise removed from
it and the noise itself.

We considered that the decomposition capability of RPCA
would benefit our research by considering wearable attributes
as noise instead of part of the human characteristics. Thus,
RPCA can decompose an image and use only the attribute
information for recognition. Further details of RPCA are as
follows.

Candes et al. [4] introduced an idealized version of RPCA,
aiming to decompose a low-rank matrix L and a sparse matrix
S from data M, as shown in the following:

M=L+S, (D

where sparse matrix S represents the noisy part of the observa-
tion and its magnitude can be arbitrarily large. Similar to PCA,
RPCA can be used to obtain a low-rank version of an image.
However, the resulting sparse matrix that contains noise can
also be utilized. In this research, the proposed method takes
advantage of this decomposition capability.

Various techniques are available to achieve this decompo-
sition, such as Principal Component Pursuit (PCP) [4], Stable
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Fig. 3: Process flow.

PCP [15] and Local PCP [14]. Bouwmans and Zahzah [3]
made a survey on RPCA, comparing some of the techniques
aforementioned.

The proposed method chooses PCP as the RPCA technique.
Given a data matrix M where observations are represented
as a column vector, the PCP seeks to solve the following
optimization problem:

rgigl\L\l*+/\||S||1 s.t. L+S =M, ()

where ||.||. is the nuclear norm, which is the sum of the
singular value given a matrix, and ||.||; is the [;-norm where
the matrix is treated as a vector. A is an arbitrary balance
parameter. As a baseline, A is set as:

1

max(m,n)

)\: ) (3)

where m and n represent the numbers of row and column
of matrix M, respectively. Usually, A does not need to be
fine-tuned. The only exception is when prior knowledge is
available. Under these minimal assumptions, PCP is able to
obtain the low-rank and the sparse matrices given a data
matrix.

IV. WEARABLE ATTRIBUTE RECOGNITION FRAMEWORK

The process flow of the proposed method is shown in Fig. 3.
It is important to note that during the entire process, the ther-
mal infrared images use the “hotblack™ color scheme, which
means that it is monochrome and the hotter the temperature
of an object, the closer the pixel value is to zero. This section
explains the decomposition process, followed by the training
and recognition by SVM.

(a) Original

(b) Low-rank (c) Sparse

Fig. 4: Results of applying PCP to thermal images with at-
tributes. Original images are inverted for visualization purpose.

A. Decomposition by PCP

For PCP to be able to decompose an image with attributes
in it, certain condition needs to be fulfilled. The condition is
that a data matrix needs to have a high similarity between the
observations. In other words, the attributes can be separated
when they are the minority in the data. Therefore, the proposed
method controls the data matrix that will be decomposed by
the PCP.

The technique to successfully extract attributes from the
decomposition process is by creating the data matrix that satis-
fies the condition mentioned previously. The data matrices are
constructed by taking images with no attributes in the image
as the base data and one image that will be trained/tested.
This arrangement warrants the attributes to be considered as
noise by the PCP if it exists in the image because it is counted
as the minority. Then, PCP could decompose the image with
ease and provides the extracted wearable attributes in the
sparse matrix. Figure 4 shows an example of applying PCP
with this technique. As shown in Fig. 4(c), the sparse entries
show that the PCP performs relatively well in extracting the
attributes. However, some details of the hair and clothes are
also extracted.

The extraction process in the training phase is as follows.
First, from the available dataset, features are calculated and
represented as D = (dy,dsa, -+ ,dy). In this research, dense
variation of Scale Invariant Feature Transform (SIFT [10])
introduced by Liu et al. [9] is selected as the feature. Sampling
SIFT densely makes it stable and invariant to key point detec-
tion results, which can include the human shape information.

Features of people with no wearable attributes are chosen
as base data B = (by,ba, - - ,bp) with P observations.
This data is used in both training and recognition phases. For
training, the data is represented as W = (wy, wg, -+, Wg).
It is important to note that base data and training data are not
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Fig. 5: Image examples from the dataset.

intersected. The PCP will solve Eq. (4).

[B w] =M"=L"+359 )

where

5= (8% x,]. 5)

In Eq. (5), x4 is an entry of sparse matrix S* that corre-
sponds with w,. After PCP is performed () times, the training
data is arranged as X = (x1,Xg, - ,X¢) and further used for
training by SVM.

In the recognition phase, a thermal infrared data t is chosen
from D as test data. Equation (6) shows the optimization
problem that is needed to be solved in this phase.

B t] =M =L'+5", (6)

where

$t=[8h x|, (7)

Similar to the training phase, in Eq. (7), y is an entry of
sparse matrix S* that corresponds with t. y is then used for
recognition by SVM in the next step.

B. Training and Recognition by SVM

Support Vector Machine (SVM) is selected as the recogni-
tion method. One SVM is trained for each attribute, creating
multiple SVMs as many as the attributes. For each SVM, the
training data X = (x1,Xo,--- ,Xq) is distributed to positives
and negatives. As an example, to train SVM of the “glasses”
attribute, the positive training data are images with “glasses”
in it, regardless of other attributes. The negatives are features
of images where “glasses” are not present.

In the recognition phase, test data y is used as an input to
all attribute-specific SVMs. The proposed method provides the
results of the recognition by these SVMs as the final output.

V. EXPERIMENTS

An experiment was conducted to evaluate the capability of
the proposed method described in the previous section. The
first subsection introduces the dataset used for the experiment,
including the attributes used in this research. The setup of the
experiment is elaborated in the succeeding subsection. At the
end, results of the experiment and its discussion are provided.

TABLE I: Distribution of the seven wearable attributes in the

(d) Backpack attribute

dataset.

Attributes # of images
No attribute 28
Glasses 168
Mask 168
Hat 112
Helmet 80
Hoodie 40
Shoulder bag 48
Backpack 40

A. Dataset

For the purpose of this research, a new dataset was created.
Currently, it contains a total of 408 frontal thermal infrared
images from fourteen persons with up to seven different
wearable attributes per person. The seven attributes in this
dataset are glasses, surgical masks or simply masks, baseball
cap (hat), safety helmet, hoodie, shoulder bag, and backpack.
The number of images available for each attribute can be seen
in Table I. It needs to be noted that one image may contain
more than one wearable attributes.

The camera used for data capture was TVS-500EX [1]. The
wavelength that can be captured by the camera ranges from 8
to 14 pum. The images were taken indoors at room temperature
(around 22-23° Celsius). The size of the images was 320 x 240
pixels. For this dataset, the camera was set to capture infrared
signal which temperature ranging from 25-36° Celsius with
the “hotblack” scheme. Figure 5 shows some of the captured
images. We cropped human regions manually when building
the dataset. The average size of the human body image is 140
x 204 pixels.

B. Experimental setup

The aim of the experiment performed in this research is
to compare the capability of the proposed method with that
of using SVM directly without the decomposition process to
recognize the attributes. The experiment is performed in a k-
fold cross-validation manner, where & equals to the number
of the people in the dataset (k = 14). This means the tested
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TABLE II: Results of the comparative method and the proposed method evaluated in F-Score.

Attributes
Methods Average
Glasses Mask  Hat  Helmet Hoodie Shoulder bag  Backpack
Without decomposition 075 092 049 049 065 0.63 0.79 0.67
(comparative method)
Proposed method 0.89 095  0.72 0.76 0.71 0.72 0.89 0.81

person is not included in the training data. The results are REFERENCES
evaluated by F-score taken averagely from the cross validation. 1] Thermal  video  system  advanced  thermo  TVS-500EX.

C. Results

Results of the experiment can be seen in Table II. In
average, the proposed method outperformed the comparative
method (without decomposition) by 14%. The increase of
performance for each attribute are quite apparent except on
the mask attribute. The reason for this might be due to the big
difference between wearing a mask and not wearing a mask.
Even though relatively good results were also yielded for other
attributes such as glasses and backpack using SVM directly,
the increase after the decomposition by PCP is noteworthy.
The most significant improvement can be seen in hat and
helmet attributes, increased by 23% and 27%, respectively.

VI. CONCLUSION

This paper addressed the attribute recognition problem in
thermal infrared images. While attribute recognition is con-
tinuously being researched, most of the works available were
conducted in visible spectrum. The thermal infrared spectrum
is fundamentally different from the visible spectrum and it has
its own advantages when compared between the two.

The purpose of this research was to recognize wearable
attributes on a person in the thermal infrared image. To achieve
this, the proposed method utilizes the characteristics of the
wearable attributes in the thermal infrared spectrum. The pro-
posed method decomposes an image, extracts the attribute in-
formation, and use it for the recognition. The proposed method
employed Robust Principal Component Analysis (RPCA) as
the basis to perform the decomposition.

The results showed that the proposed method outperformed
the non-decomposition method in average by 14%. The most
significant performance was obtained in hat and helmet at-
tributes, 23% and 27%, respectively. This proves the decom-
position process helps the recognition.

For further research, it is important to increase the size
and the variation of the dataset. Adding angle information as
one would encounter in a real-world situation, should also be
considered. Furthermore, it will also be beneficial to utilize
images from both thermal infrared and visible spectra.
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