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Abstract

In recent years, various facilities are equipped to sup-
port visually impaired people, but accidents caused by vi-
sual disabilities still occur. In this paper, to support the
visually-impaired people in a public space, we aim to clas-
sify whether a pedestrian image sequence obtained by a
surveillance camera is a white-cane user or not from the
temporal transition of a human pose represented as 2D co-
ordinates. However, since the appearance of the 2D pose
varies largely depending on the viewpoint of the pose, it
is difficult to classify them. So, in this paper, we propose
a method to rotate the viewpoint of a pose from various
pseudo-viewpoints based on a pair of 2D poses simultane-
ously observed and classify the sequence by multiple clas-
sifiers corresponding to each viewpoint. Viewpoint rotation
makes it possible to obtain pseudo-poses seen from various
pseudo-viewpoints, extract richer pose features, and recog-
nize white-cane users more accurately. Through an experi-
ment, we confirmed that the proposed method improves the
recognition rate by 12% compared to the method not em-
ploying viewpoint rotation.

1. Introduction
In recent years, since various facilities are equipped to

support visually impaired people, it is becoming ready that
they can go out actively. For example, braille blocks can be
found throughout cities and public facilities to guide visu-

ally impaired people. However, accidents caused by visual
disabilities still occur, such as falling to a track from a sta-
tion platform.

To prevent such accidents, platform screen doors are be-
ing installed at stations. However, since their installations
are limited to major stations, human assistance is still nec-
essary to prevent accidents.

This leads to the necessary of means to find visually im-
paired people from the public space, and surveillance cam-
eras installed in public places are expected to serve this pur-
pose. For example, Tanikawa et al. proposed a method to
automatically recognize and track wheelchair users in se-
curity camera images [1], in order to automatically notify
personnels to support them as soon as possible.

Usually, it is not necessary to provide sighted people
with notifications that are very important for visually im-
paired people. Therefore, it is necessary to distinguish
sighted and visually impaired people to provide support
only for the latter.

Visually impaired people usually possess a white-cane
to search for obstacles. It also serves as informing other
people about their existence. Therefore, the existence of a
white-cane can be used for finding visually impaired people
from an image, and thus we aim to recognize visually im-
paired people who possess a white-cane (white-cane users)
in video sequences.

Although appearance-based object detectors such as
YOLO [2] can be used to detect a white-cane around a
pedestrian, it may mis-detect objects whose appearances are
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White-cane user

Sighted person

Figure 1. Walking actions of a white-cane user and a sighted per-
son. The difference is mainly seen in the movement of their arm.

similar to a white-cane, such as a white umbrella.
To address this issue, it would be better to recognize

them not only by the existence of a white-cane but also by
unique actions when white-cane users search for obstacles.
In fact, there are differences between actions of a white-
cane user and a sighted person as shown in Figure 1. In this
paper, we focus on recognizing a white-cane user from only
a pedestrian’s actions.

Various studies had been performed to recognize actions
from human poses [9, 10, 11]. Since it is difficult to esti-
mate the 3D pose of a human from a monocular camera, a
sequence of 2D poses are usually used for estimating his/her
actions. However, since the appearance of a 2D pose varies
widely according to the viewpoint as shown in Figure 2, the
performance of action recognition may be degraded accord-
ing to the viewpoint.

To tackle this problem, this paper proposes a frame-
work for recognizing a white-cane user based on multiple
classifiers specialized for each viewpoint. In addition, this
paper presents the novel idea to obtain poses from multi-
ple viewpoints by rotating the 2D pose representations in
each frame. To realize this viewpoint rotation, an exemplar-
based approach is employed to rotate the 2D pose represen-
tation.

After obtaining pose sequences viewed from multiple
viewpoints by viewpoint rotation, we classify whether each
pose sequence is a white-cane user or not by classifiers cor-
responding to each viewpoint. Finally, we integrate the clas-
sification results weighted by the accuracy of each classifier
to classify whether the pedestrian is a white-cane user or

Human pose viewed from

each viewpoint

Right

Back

Left

Figure 2. Pose difference depending on the viewpoint of a pose.

not.
The exemplar-based viewpoint rotation of a pose is re-

alized by preparing sets of 2D pose representation pairs
simultaneously observed from several viewpoints and out-
putting one of the sets whose pose is similar to the input.

Contributions of this paper are summarized as follows:

• We propose a framework for recognizing a white-cane
user from a sequence of estimated 2D pose represen-
tations. By focusing on the pose transition of a white-
cane user, we distinguish them from pedestrians who
possess something similar to a white-cane such as a
white umbrella.

• We also propose a method for generating a pedestrian’s
2D pose representation sequence observed from vari-
ous pseudo-viewpoints by rotating viewpoints for the
2D poses based on exemplars. By obtaining a 2D pose
representation sequence observed from various view-
points, we can extract pose features richer than that of
pose representations viewed from a single viewpoint.

• Through evaluation using images collected in sev-
eral real environments, we show that the proposed
method achieves the highest accuracy for white-cane
user recognition.

The rest of this paper is organized as follows. In sec-
tion 2, we describe related work. In section 3, we present
the proposed method to classify a pedestrian’s 2D pose rep-
resentation sequence by viewpoint rotation of a human 2D
pose representation sequence. In section 4, we report our
experiments and discuss their results. In section 5, we con-
clude this paper and discuss the future work of this research.



2. Related work

For human action recognition, it is necessary to ex-
tract the temporal transition of human features. To ad-
dress this, Recurrent Neural Network (RNN) is often used,
which aims to recognize continuous sequences such as sen-
tences and videos. In particular, Long Short-Term Mem-
ory (LSTM) [7], a type of RNN, could handle long-term
sequences, and methods using it have achieved high accu-
racies in action recognition [8].

In recent years, estimated human poses are often used
as a feature to recognize human actions. Convolutional
Pose Machine [5] and OpenPose [6] are mentioned as well-
known methods for human pose estimation. These methods
estimate the 2D coordinate values of each joint that com-
poses the human body by the Convolutional Neural Net-
work (CNN).

It is desirable that a human pose is represented in 3D
rather than in 2D, since a 2D pose greatly differs depending
on the viewpoint. Therefore, some researchers have used
a 3D pose for action recognition [9, 10, 11]. However, in
these researches, 3D poses were prepared in advance or es-
timated by images captured from multiple cameras. In a real
scene, since it is difficult to install multiple cameras for cap-
turing people simultaneously everywhere, it is better than a
human pose is estimated from a single image.

3. White-cane users recognition via viewpoint
rotation of a 2D human pose

When recognizing a white-cane user from poses, there
is a problem that the appearance of a pose greatly varies
depending on the viewpoint. To cope with this problem,
we propose an exemplar-based viewpoint rotation method
of a human pose. By rotating the viewpoint of a 2D pose,
richer features of a pose viewed from various viewpoints
than viewing from one viewpoint would be obtained. When
performing pedestrian classification, to extract features of
white-cane users from pose sequences, it is necessary to
consider not only a single pose but also its temporal tran-
sition. We utilize LSTM as a network that can take into
account the temporal transition of a pose sequence.

The procedure of the proposed method is shown in Fig-
ure 3. First, a pedestrian image sequence is input, and 1)
the pose of the pedestrian in each frame is estimated. Then,
2) for each frame, poses from various pseudo-viewpoints of
the estimated pose are obtained by exemplar-based pseudo-
viewpoint rotation. Finally, 3) each of the pseudo-rotated
pose sequences is classified by a classifier corresponding to
its viewpoint and the results are integrated to output a final
decision for the input sequence. We present the details of
each process in the rest of this section.
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Figure 3. Procedure of the proposed method.

3.1. Pose estimation of a pedestrian

We define a human pose by a set of 2D coordinates of
joints such as wrists, elbows, knees, etc. Assuming that the
number of joint points is J , a 2D pose which is viewed from
a certain viewpoint can be represented by p ∈ R2J . Here,
a 2D pose in a pedestrian image sequence is estimated as
pn = (x1n, y

1
n, ..., x

j
n, y

j
n, ..., x

J
n, y

J
n)

T , xjn, y
j
n ∈ R. The se-

quence I = {I1, ..., In, ..., IN} consists of N color images
whose size are w × h [pixels] obtained by human tracking.

We use OpenPose [6] for 2D pose estimation. For each
frame In, the method estimates heat maps indicating prob-
abilities of all joints and part affinity fields indicating the
connection between each joint pair. These maps and image
features are input and a 2D pose pn and its probability on
are output.

From the estimated 2D pose sequence P = {pn}Nn=1,
we construct a 2D pose sequence S as the input of the next
process (Exemplar-based viewpoint rotation for a 2D pose).
Here, we removed frames of low-confident estimations, and
constructed S from P as follows:

S = {pn|∀n, on ≤ τ}, (1)

where on is the probability of pn. For the estimated co-
ordinate values (xjq, y

j
q) of each joint, their value range is



Figure 4. Examples of estimated 2D poses.
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Figure 5. Viewpoint rotation of a 2D pose.

normalized as follows:

x
′j
q =

xjq −min
i
(xiq)

max
i

(xiq)−min
i
(xiq)

θx, (2)

y
′j
q =

yjq −min
i
(yiq)

max
i

(yiq)−min
i
(yiq)

θy, (3)

where θx and θy are constants to adjust the width and height
of a pose. Examples of the estimated 2D poses are shown
in Figure 4.

3.2. Exemplar-based pseudo-viewpoint rotation of
a 2D pose

By rotating the pseudo-viewpoint of a 2D pose, a 2D
human pose sequence S is transformed to a set of 2D pose
sequences {S̃d}Dd=1. Here, S̃d is defined as:

S̃d = Td(S), (4)

where Td(S) is the function to rotate poses in S to ones
viewed from a d-th pseudo-viewpoint. The procedure of
pseudo-viewpoint rotation for a 2D human pose is shown in
Figure 5.

The rotated pose can be estimated by multivariate regres-
sion. However, it is difficult to constrain the output to a re-
alistic pose. Therefore, we propose to rotate the viewpoint
in an exemplar-based approach, which outputs 2D poses in
the pose database prepared in advance.

Frames

Viewpoints

Figure 6. Examples of rotated 2D pseudo-poses.

Therefore, the proposed method consists of the following
two stages; 1) construct a database of 2D poses (pose DB),
and 2) rotate the viewpoint referring to the pose DB. Here,
B is the pose DB tht consists of 2D pose sets Bm, defined
as:

B = {B1, ...,Bm, ...,BM}, (5)
Bm = {b1m, ...,bdm, ...,bDm}, (6)

where bdm is one of the 2D pseudo-poses generated by
viewing a 3D pose from D pseudo-viewpoints. The 3D
pose composed of the 3D coordinates of each human joint
is estimated using multiple calibrated cameras. By chang-
ing human poses, we construct various 3D human poses and
generate various 2D poses from pseudo-viewpoints.

In the pose rotation stage, given an input 2D pose pq ,
a 2D pose bq

d′ which is the most similar to the input 2D
pose pq is searched. By using the Euclidean distance as the
metric of measuring the similarity of 2D poses, bq

d′ can be
obtained by the following equation:

bq
d′ = arg min

bdm∈Bm,Bm∈B
(||pq − bdm||22). (7)

Finally, Bq = {bq
1, ...,b

q
d′ , ...,b

q
d, ...,b

q
D} ∈ B, which is

the 2D pose set containing bq
d′ , is retrieved as 2D pseudo-

poses viewed from each rotated viewpoint. Therefore, by
repeating this process along the input pose sequence S, the
2D rotated pose sequence S̃d for a pseudo-viewpoint d com-
posed of bq

d ∈ Bq is obtained as follows.

S̃d = {b1
d, ...,b

q
d, ...,b

Q
d }. (8)

An example of rotated 2D pseudo-poses obtained by the
proposed pseudo-viewpoint rotation of an input 2D pose is
shown in Figure 6.

3.3. Classification of a pedestrian sequence

Each 2D pose sequence generated by pseudo-viewpoint
rotation is classified whether it is a white-cane user or not



by the classifier corresponding to each viewpoint. We pre-
pareD independent classifiers C = {C1, ..., Cd, ..., CD} for
D different viewpoints, of which, each of them is a neural
network. The network structure of the classifier consists
of three fully connected layers, one LSTM layer, and three
fully connected layers arranged in this order. Each of the
classifiers is trained with the rotated 2D pose sequences ob-
served from the corresponding pseudo-viewpoint.

Each classifier outputs a classification score for the input.
Then, the classification scores are integrated into the final
result. The integration is performed by a weighted sum of
the scores. In this paper, the weight for each classifier is
either 0 or 1, which is determined by the accuracy of the
training data. Given a set of classifiers C, a subset of C is
selected as C′ as follows:

C′ = {Cd|a(Cd) > δ, ∀Cd ∈ C}, (9)

where a(Cd) is the accuracy of the classifierCd for all train-
ing image sequences, and δ is a threshold. Finally, the clas-
sification results are integrated by summing the classifica-
tion scores of each classifier in C′, and the label with the
highest score is output as the classification results.

4. Evaluation
In this section, we describe the experiment to confirm

the effectiveness of the proposed method and discuss the
results.

4.1. Pose DB for viewpoint rotation

For constructing the pose DB, we capture a pedestrian
from three calibrated cameras as shown in Figure 7. We
capture the data at one specific location, and both the
sighted pedestrian role and the white-cane user role are
acted by a single sighted person. Then, we estimate their
3D poses by OpenPose. In total, we obtained M (= 4, 616)
3D poses. These 3D poses are virtually observed from vari-
ous viewpoints and 2D poses are created by projecting each
of the 3D poses onto 2D planes in various directions. The
viewpoint, which observes a pedestrian from the front, is la-
beled as 0◦, and a pseudo-viewpoints are set by rotating the
viewpoint counterclockwise in 10◦ steps around the vertical
axis. As a result, for a 3D pose, D (= 36) sets of 2D poses
virtually observed from pseudo-viewpoints are obtained. In
the end, the pose DB is composed of MD (= 166, 176) 2D
poses.

4.2. Dataset for evaluation

As training and testing data, we construct a dataset by
capturing videos of several walking white-cane users and
sighted pedestrians. 17 sighted participants played both
roles and five visually impaired people also participated as
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Figure 7. Positions of cameras for constructing the pose DB.

Table 1. Number of pedestrian image sequences in the dataset.

Location 1 2 3 4 5 All
White-cane user 23 12 12 10 76 133
Sighted pedestrian 26 6 25 0 76 133without a white-cane
All sequences 49 18 37 10 152 266

white-cane users. The videos were captured at five dif-
ferent locations including both indoors and outdoors. We
composed pedestrian sequences by selecting frames where
pedestrians exist, resulting in 266 pedestrian sequences.
The details of the dataset are summarized in Table 1 and
examples of the images at each location are shown in Fig-
ure 8.

4.3. Experimental settings

In the experiment, the classification accuracy for pedes-
trian sequences is compared by changing the conditions
such as the number of viewpoints for the pose, with or with-
out viewpoint rotation and weighting for classifier integra-
tion.

In the evaluation, the length of each 2D pose sequence
was set to Q = 64 frames, and each sequence is divided
into overlapping 5 sequences composed of 32 frames for
data augmentation with stride 8. The total number of pose
sequences (before viewpoint rotation), is 266× 5 = 1, 330.
The number of estimated joints of each 2D pose is J =
25, the value range of coordinate values of joints is [0.0,
1.0] in the horizontal direction, and [0.0, 1.5] in the vertical
direction with θx = 1 and θy = 1.5. For the evaluation,
five-fold cross-validation was performed with the data taken
at each location among the five locations as evaluation and
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Figure 8. Examples of an image at each location.

the other as training.
We compare the accuracy of the following five methods:

• No rotation of the viewpoint for an input pose and use
one classifier (No rotation).

• Rotate the viewpoint only to 0◦ (front) and use one
classifier corresponding to the 0◦ viewpoint (0◦ view-
point).

• Rotate the viewpoint only to 90◦ (right) and use one
classifier corresponding to the 90◦ viewpoint (90◦

viewpoint).

• Rotate the viewpoint to all 36 viewpoints and integrat-
ing all results without weighting (All viewpoints, with-
out weighting).

• Rotate the viewpoint to all 36 viewpoints and integrate
all results with weighting (Proposed method).

4.4. Results

The results are summarized in Table 2. Here, “All” in the
table indicates the average of all location’s results weighted
by the amount of data shown in Table 1. The accuracy of the
proposed method achieved the highest in the overall results
and is improved by 0.12 compared to the method without
viewpoint rotation. Moreover, the accuracy of the proposed
method is improved compared with also rotating to a spe-
cific viewpoint and without weighting for each classifier.
As a result, the effectiveness of the proposed method was
confirmed.

4.5. Discussion

Here, we discuss the experimental results. We focused
on three points as follows: (1) the locations where the data
were captured, (2) the effects of pseudo-viewpoint rotation,
(3) the weighting of classifiers.

Table 2. Classification results.
Location 1 2 3 4 5 All

No rotation 0.82 0.70 0.55 0.53 0.64 0.66
0◦ viewpoint 0.49 0.60 0.71 0.84 0.50 0.55
90◦ viewpoint 0.80 0.66 0.70 0.55 0.71 0.71
All viewpoints 0.77 0.70 0.76 0.52 0.80 0.77without weighting
Proposed method 0.80 0.69 0.75 0.50 0.81 0.78

First, we discuss the difference of results by locations
where the data were captured. As shown in Table 2, among
all the methods, the accuracy at location 4 was relatively
low. There are two possible reasons for this. One is that
different from other locations, it contains only white-cane
users and no sighted pedestrians. The other is that when
capturing at location 4, the camera position was higher than
that at the other locations, and thus the tilt angle was dif-
ferent from the others. Therefore, we considered that since
pose patterns were different from those at other locations,
the classification accuracy was degraded. To address this
problem, we should capture data in many patterns of cam-
era position, capturing location, subjects, and so on.

Second, we discuss the effects of the pseudo-viewpoint
rotation. When rotating the viewpoint to the specific view-
point 90◦, the accuracy improved compared to that with-
out viewpoint rotation. This is considered to be the result
of simplifying the classification by unifying the viewpoint
into one and suppressing differences between features of
poses depending on the viewpoint. However, when rotat-
ing to the specific viewpoint 0◦, the accuracy at locations
1 and 5 greatly decreased, and as a result, the overall accu-
racy also decreased. A common characteristic of the data
at these two locations is that they include many pedestrian
images facing to the left or the right. From these results, we
considered that the accuracy decreased by rotating the view-
point from the left and the right to the front. On the other
hand, the accuracy for locations 3 and 4 improved compared
with rotating to the viewpoint 90◦. From this, we can see
that effective viewpoints for classification vary depending
on pose characteristics.

Finally, we discuss the weighting to classifiers. First,
let’s see the changes in the number of classifiers used
for evaluation (weighted by 1) and the accuracy due to
the change of the threshold value δ which determines the
weights of classifiers, in Figure 9. The accuracy improved
as the number of classifiers used for evaluation decreased,
where the highest accuracy was obtained when 14 classifiers
were used and δ = 0.965. However, the accuracy rapidly
decreased by less than ten classifiers. From this, we can
see that in order to maintain high accuracy, it is necessary
to prepare a certain number of classifiers corresponding to
the viewpoints. Classifiers that were not used at the eval-
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uation mainly corresponded to viewpoints from the front
and the back. The reason is, as shown in the experimen-
tal results, the classification using the viewpoints from the
front have low accuracy. However, as described in the pre-
vious discussion, there are also scenes where front-facing
viewpoints are effective, but the current weighting for the
classifiers cannot consider the effectiveness of such specific
data. Therefore, it is necessary to consider not only the ac-
curacy for the whole data but also the accuracy for specific
data for the weighting, for example, pedestrians facing orig-
inally backward, etc.

5. Conclusion
In this paper, we proposed a method to recognize white-

cane users by classifying pedestrians from the temporal
transition of their poses. In the proposed method, we tried
to realize an accurate classification based on 2D poses of
pseudo-viewpoints which are generated by various rotating
viewpoints of a 2D pose. For classification, we prepared
classifiers corresponding to each viewpoint and integrated
all the results. In addition, we weighted each classifier out-
put based on the training accuracy for a more accurate clas-
sification. Through an experiment, the classification accu-
racy of a pedestrian image sequence was improved by in-
corporating the viewpoint rotation of an input 2D pose and
the effectiveness of the proposed method was confirmed.

As future work, we will consider viewpoint rotation
methods other than the exemplar-based method. We will
also integrate object recognition methods that directly de-
tect a white-cane.
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