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Abstract

In this paper, we propose a method to detect raindrops
from in-vehicle camera images and recognize rainfall using
time-series information. We aim to improve the accuracy of
raindrop detection by averaging the test images and frame-
matching the result of raindrop detection in multiple adjoin-
ing frames. According to an evaluation experiment, rain-
drops were detected precisely enough for automatic wiper
control by the proposed method.

1 Introduction

Recently, there has been much activity in the develop-
ment of driver assistance systems that use computers and
various sensors [2][3][4], especially in-vehicle camera sys-
tems, since images taken from such systems contain im-
portant visual information [5]. While humans can visually
recognize rapidly changing traffic conditions when driv-
ing, in-vehicle cameras are also showing promise in cap-
turing similar visual conditions. The following are exam-
ples of driver-assistance systems that use video images to
impart traffic-related information: self-steering from white-
line recognition [6]; distance adjustment between cars from
leading-vehicle recognition [7]; automatic braking systems
from pedestrian recognition [8]; and so on.

A close relationship exists between driver assistance and
weather recognition [9] [10]. Since in rain driving is more
difficult than in fair conditions, accident rates dramatically
increase. Moreover, weather changes temporally and spa-
tially, so we believe that it is important to develop tech-
niques that recognize weather in real time by in-vehicle sen-
sors for driver assistance. Actually, auto-wiping systems

using rain recognition, controlled by a so-called “rain sen-
sor,” are already implemented on some commercially avail-
able cars. However, employing a specific sensor for each
purpose increases the number of sensors, which is undesir-
able from the viewpoints of appearance, space, cost, and
maintenance. Since raindrops scatter light, a rain sensor de-
tects rainfall by observing changes in the amount of light
received from infrared rays emitted from an LED. How-
ever, the target region for detection covered by the sensor
is small, so it does not necessarily reflect changes in the
visibility from a driver’s perspective. An in-vehicle camera,
on the contrary, covers most of the driver’s visual field since
it targets the entire windshield.

We have previously proposed a method of detecting rain-
drops from in-vehicle camera images by template matching
using the subspace method, which extracts image features
of raindrops (Fig. 1) and judges rainfall from the detected
results [1]. This method suppresses false detection of rain-
drops by limiting the target region to the sky region, which
does not have complex patterns in the background as exem-
plified in Fig. 2. However, it was ineffective in cases where
the ratio of sky region to the entire image is small, such as in
an urban district crowded with high buildings or in a tunnel.

Hence, in this paper, we propose a method using time-
series information that does not require region restriction
for stable raindrop detection. While positions of raindrops
on the windshield do not move in relation to the in-vehicle
camera, the external view does change when the car is
moving. Because of this, raindrops are emphasized by
the change in background. Taking advantage of this phe-
nomenon, we attempt to improve the detection accuracy by
focusing on the temporal change of the image with rain-
drops, which is difficult to detect from a single frame due to
the influence of complex backgrounds.

We describe the proposed method in Sect. 2 and evaluate



Figure 1. Image features of a raindrop.

Figure 2. Objects whose characteristics re-
semble the image features of a raindrop.

the results in Sect. 3. Then the paper concludes in Sect. 4.

2 Raindrop detection method

2.1 Overview of the process

As Fig. 3 shows, our method is composed of three
stages: Learning, Detection, and Judgment. In this section,
we describe the flow and the improvement of the method
by using time-series information. The previous method de-
tected raindrops from only the sky region in an input image.
However, in this approach we restrict the application of the
method to in-vehicle camera images with a relatively large
sky region. The method we propose in this paper revises this
problem by emphasizing the raindrops using time-sequence
information in the detection stage.

A. Learning Stage

First, as a training set, a rectangular region circumscrib-
ing each raindrop is cut manually from images of a wind-
shield taken in rainy weather. Only raindrops are cut out
to obtain stable image features in the sky region. A total
of K images are prepared for learning. Next, they are nor-
malized in size to widthW and heightH, represented as
one-dimensional vectors, which are then normalized so that
they become unit vectors with means of 0, represented as
xi = (x1, x2, · · · , xN )T , whereN = W × H. Let a ma-
trix arranged byK randomly selected vectors from the test

Figure 3. The flow for rainfall recognition.

images beX = [x1,x2, · · · ,xK ] and its covariance matrix
be Q = XXT . The eigenvectors{e1, e2, · · · , eR} corre-
sponding to the largestR eigenvalues ofQ are selected as
the feature vectors. A subspace generated by these eigen-
vectors is called an ”eigendrop.”.

B. Detection Stage

Raindrops are detected from the test images in the follow-
ing way. First, an averaged image is made from multiple
sequential frames obtained from the input video. In the av-
eraged image, we focus on rectangular areas of sizeW ×H.
Let the area be represented by a one-dimensional normal-
ized vectora. Next, we compute the degree of similarity
S(a) of a with the eigendrops, whereS(a) is defined as:
S(a) =

∑R
r=1(a, er) ((x,y): inner product). The area is de-

tected as a raindrop candidate ifS(a) is larger than a thresh-
old value. They are detected by computingS(a) throughout
the frame by shifting the rectangular area in focus. Finally,
raindrop regions are obtained by frame-wise matching the
raindrop candidates.

C. Judgment Stage

Rainfall is judged by counting the number of raindrops de-
tected in stage B. If the number of raindrops in the image
exceeds a certain threshold, we judge that it is raining, and
not raining if it does not.

2.2 Raindrop detection from an entire im-
age by averaging adjoining frames

The original method of raindrop detection described in
Sect. 2.1, had a risk to false-detect non-raindrop regions



Figure 5. Raindrop detection result.

(a) Various raindrop images

(b) Eigendrops and their contribution rates

Figure 4. Examples of raindrop images and
eigendrops.

as raindrops by the influence of complex background pat-
terns. Hence, in thsi paper, we propose to emphasize the
raindrops by averaging multiple adjoining frames in the de-
tection stage. By detecting raindrops from the averaged im-
age, robust raindrop detection from the entire frame is ex-
pected.

2.3 Reduction of false detection by frame-
matching raindrop candidates

If positions of raindrops are stable on the windshield, a
raindrop should be detected at the same position in the next
frame. On the other hand, a position of a falsely detected

raindrop by complex background patterns should be insta-
ble. Hence, we considered that false detection could be re-
duced by matching the results of raindrop detection across
adjoining frames. An AND operation is applied to raindrop
candidates across multiple adjoining frames.

3 Evaluation of raindrop detection

3.1 Conditions

We mounted a digital video camera inside a car and cap-
tured video footage while driving (30 fps,640×480 pixels,
grayscale).

The proposed raindrop detection method was applied to
each frame of the input video sequence. The recall and pre-
cision ratios for raindrop detection were then calculated in
order to evaluate the detection accuracy. In the learning
stage, the eigendrops were made from 500 raindrop images.
Template matching in the detection stage was achieved by
shifting templates (eigendrops) one pixel at a time.

Figure 4 shows the clipped raindrops and the eigendrops
created from them. The subspace dimension was six when
they were made.

3.2 Results

Figure 5 shows examples of raindrop detection in various
experimental conditions, while Fig. 6 depicts the recall and
precision curves. The recall and precision ratios represent
the degree of detection failure and false detection, respec-
tively; if the detector performs well, each ratio will be close
to 1.0. When the number of ground-truth raindrop areas
is A, the number of detected raindrop areas isB: Precision
= (A ∩ B/B)，Recall= (A ∩ B/A). When the number
of frames used for averaging increased, although recall im-
proved significantly, the precision fell somewhat. Further-
more, when the number of frames used for frame matching
increased, although precision improved, recall dropped.



Figure 6. Accuracy of raindrop detection by
the proposed method.

We checked the condition that recall improved the most
when precision exceeded 0.95 by changing the number of
frames used for the averaging and frame matching. The best
result was a precision of 0.97 and a recall of 0.51 when the
similarity threshold was 0.70, 5 frame-averaging, and 10
frame-matching.

3.3 Disscussion

The precision is more important than the recall for prac-
tical use as a windshield wiper controller, since incorrectly
recognizing raindrops and letting the windshield wipers
malfunction must be avoided. However it is also a prob-
lem when recall is too low. While this result was obtained
from images covering the entire field of view, it was not in-
ferior to the result gained by our previous method, in which
the target region for raindrop detection was restricted to the
sky region and gave a precision of 0.97 and a recall of 0.59.

Since the success rate for rainfall judgment using the re-
sult of raindrop detection from the sky region reached 89%,
the proposed method should also be able to judge rainfall
similarly.

4 Conclusion

In this paper, we proposed an improved method that
detects raindrops from in-vehicle camera images with no
restriction to the detection region. Raindrops were de-
tected precisely by averaging the input images and frame-
matching the result of raindrop detection.

Acknowledgment

The authors would like to thank their colleagues for use-
ful discussions. Parts of this work were supported by the
21st century COE program and a Grant-In-Aid for Scien-
tific Research.

References

[1] H. Kurihata, T. Takahashi, Y. Mekada, I. Ide，H. Murase,
Y. Tamatsu，and T. Miyahara，“Rainy Weather Recogni-
tion from In-Vehicle Camera Images for Driver Assistance”，
Proc. IEEE Intelligent Vehicles Symposium 2005, pp204-
209, June 2005

[2] M. Wada, T. Yendo, T. Fujii, and M. Tanimoto, “Road-
to-Vehicle Communication using LED Traffic Light,” Proc.
IEEE Intelligent Vehicles Symposium 2005, pp600-605,
June 2005

[3] P. Watta, Y. Hou, S. Lakshmanan, and N. Natarajan, “Im-
proving Driver Pose Estimation,” Proc. IEEE Intelligent Ve-
hicles Symposium 2002, pp.310-315, June 2002.

[4] A. Reyher, A. Joos, and H. Winner, “A Lidar-Based Ap-
proach for Near Range Lane Detection,” Proc. IEEE Intel-
ligent Vehicles Symposium 2005, pp.146-151, June 2005

[5] M. Koyamaishi, H. Sakai, T. Fujii, and M. Tanimoto, “Ac-
quisition of Position and Direction of In-Vehicle camera for
HIR System,” Proc. IEEE Intelligent Vehicles Symposium
2004, pp.848-853, June 2004.

[6] J. M. Collado, C. Hilario, Arturo de la Escalera, and J.
Armingol, “Detection and Classification of Road Lanes
with a Frequency Analysis,” Proc. IEEE Intelligent Vehicles
Symposium 2005, pp.77-82, June 2005

[7] T. Liu. N. Zheng, L. Zhao, and H. Cheng, “Learning based
Symmetric Features Selection for Vehicle Detection,” Proc.
IEEE Intelligent Vehicles Symposium 2005, pp.123-128,
June 2005

[8] D. Mochizuki, Y. Yano, T. Hashiyama, and S. Okuma,
“Pedestrian Detection with a Vehicle Camera using Fast
Template Matching based on Background Elimination and
Active Search (in Japanese),” IEICE Trans. Inf. & Syst.,
Vol.J87-D-II, No.5, pp.1094-1103, March 2004.

[9] S. G. Narasimhan and S. K. Nayar, “Contrast Restoration of
Weather Degraded Images,” IEEE Trans. Pattern Analysis
and Machine Intelligence, Vol.25, No.6, pp.713-723, June
2003.

[10] T. Hasegawa, “Visibility Assessment Methods on Road –
Development of Visibility Assessment Methods using Dig-
ital Images under Daytime Fog Condition (in Japanese),”
Tech. Rep. of IEICE Pattern Recognition and Media Under-
standing, 2004-31, June 2004.


