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Abstract—Assisting culinary activities for inexperienced
users has been considered as an important task in most existing
works in the field. On the other hand, recipe texts are becoming
available on the Internet in increasing numbers. However, they
tend to be written simply by mostly non-professional people,
and thus are sometimes difficult for an inexperienced person
to follow the steps and manage to cook as they are supposed
to. In this paper, we propose a method that detects difficult
descriptions for an inexperienced user in an existing text recipe,
and supplements them with multimedia contents including text
information extracted from a large number of recipes, and also
images and video clips on certain kinds of cooking operations,
to facilitate the understanding of the recipe. Experimental
results showed promising ability of the proposed method to
assist inexperienced users understand the descriptions in a
recipe.

Keywords-cooking recipe, description, rewriting, multimedi-
atization

I. INTRODUCTION

Supporting domestic activities inside a household by
means of information and communication technology is
becoming a realistic research topic. Among various possibil-
ities, we are focusing on the culinary activity in a kitchen,
which is a highly intellectual and creative activity that
requires abundant experience and knowledge on the task.
On the other hand, such a requirement poses difficulty for
an inexperienced person to cook like an experienced person.

Considering this problem, several attempts have been
made in the past decade to assist culinary activities in the
kitchen, mostly targeting inexperienced users. Hamada et
al. proposed the “Cooking Navi” system that analyzes the

dependency structure in a cooking recipe text [1], align
each step to a video segment obtained from correspond-
ing cook shows [2], and also present the steps along the
dependency structure with the aligned video while a user
cooks [3]. Hashimoto et al. are working on the “Smart
Kitchen” project [4] that assists cooking by detecting a user’s
activity from various sensors in a kitchen. On the other
hand, a cooking assistance software for a portable game
machine, “Nintendo DS” is already commercially available1.
However, all of them simply facilitates the understanding
of a text recipe by allowing a user to selectively access
multimedia information on a fixed recipe.

Meanwhile, the number of cooking recipe texts posted
on the Web is increasing. For example, “Cookpad”2 is a
recipe-based social networking service where users can post
original recipes and report results and comments. It is so
popular that it is said that one fourth of Japanese women
in their thirties accesses this service. However, the recipes
posted by general people tend to be relatively simple and not
professionally edited, which sometimes makes it difficult for
an inexperienced person to follow the steps and manage to
cook as they are supposed to.

In this paper, in order to solve these problems, we propose
a method that first detects difficult descriptions for an inex-
perienced user in an existing text recipe. It then supplements
them with multimedia contents including text information

1Nintendo Co., Ltd., “It talks! DS Cooking Navi (in Japanese),” http:
//www.nintendo.co.jp/ds/a4vj/.

2COOKPAD Inc., “COOKPAD,” http://cookpad.com/.
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extracted from a large number of recipes, and also images
and video clips on certain kinds of cooking operations.

Similarly, Miyawaki and Sano have proposed a cooking
assistance system for users with higher brain dysfunction [5].
Their approach is similar to ours in the sense that it rewrites
a recipe based on the user’s needs. However, the approach
decomposes a long description and expands an abbrevi-
ated description within a recipe, whereas our approach
supplements a recipe by making use of external contents
and general knowledge obtained from a large amount of
recipes. We have also proposed a method that suggests the
replacement of materials in a recipe according to a list
of replaceable materials extracted from a large number of
recipes [6], but it does not supplement descriptions as it
does in the work presented in this paper. Some groups who
participated in the “Computer Cooking Contest” series3 have
proposed methods that replace materials in a recipe together
with the corresponding descriptions such as the cooking
operations and quantities [7], [8], but these works do not
focus on facilitating the descriptions according to users’
knowledge and skills, nor supplementation by multimedia
contents other than text.

Although the proposed method targets Japanese text, it
should be able to be applied to other languages by a similar
approach. Accordingly, some language-specific details are
omitted in the following descriptions for the sake of sim-
plicity.

II. STUDY ON THE CHARACTERISTICS OF A RECIPE FOR

INEXPERIENCED USERS

In order to clarify the points that should be considered in
a recipe for inexperienced people, we analyzed 24 pairs of
recipes provided from a professional recipe site4. Each pair
is composed of a recipe for children and general users on a
same dish, both described by text and illustrations. Here, we
considered recipes for children as those carefully intended
for inexperienced people, and recipes for general users as
those for experienced people.

A. Characteristics of text description

The study revealed the following tendencies for text
descriptions:

∙ Detailed description on the material itself and the
operation applied to it, when handling a single material.

∙ Detailed description on the current state or the change
of the state of the materials, when handling multiple
materials.

3Held in conjunction with ECCBR2008, ICCBR2009, and 2010 confer-
ences. The latest one was CCC2010 (http://vm.liris.cnrs.fr/ccc2010/).

4L-NET CO., LTD., “Bob & Angie,” http://www.bob-an.com/.

Table I
ROLES OF IMAGE AND VIDEO DESCRIPTIONS ACCORDING TO THE

TYPES OF COOKING OPERATIONS.

Cooking Image Sequential Video Total
operation image clip
Mixing 6 0 18 24
Heating 17 0 12 29
Cutting 13 30 5 48
Decorating 3 0 0 3
Dipping 0 0 0 0
Cooling 2 1 4 7
Separating 2 0 0 2
Others 27 5 8 40
Total 70 36 47 153

Figure 1. Example of a sequential image used to describe a cooking
operation. In this case, “Cut a potato into small blocks.”

B. Characteristics of image and video description

As shown in Table I, the following tendencies were
observed. We followed the classification of cooking oper-
ations proposed by Hamada et al. [1] when analyzing the
tendencies.

∙ Images supplement descriptions on “heating” opera-
tions.

∙ Sequential images supplement descriptions on “cutting”
operations. As exemplified in Fig. 1, a “sequential
image” is an image composed of multiple sub-images
that depict different stages of a cooking operation.

∙ Video clips supplement descriptions on “mixing” oper-
ations.

Other operations did not show a strong tendency.

Based on these results, the proposed method first detects
text descriptions that need to be supplemented, and then
facilitates the descriptions by supplementing text or relevant
image / video contents.

III. SUPPLEMENTING THE DIFFICULT DESCRIPTIONS FOR

FACILITATING THEIR UNDERSTANDING

A. Detection of difficult descriptions

Based on the study in Section II, a pair of two terms that
satisfy the following conditions are considered as difficult
descriptions, and detected based on their general term fre-
quencies.

1) Make a pair of “cooking operation (verb)” and ei-
ther a “material (noun),” an “adjective,” or an “ad-
verb,” based on the method proposed in our previous
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work [6]. A Japanese morphological analyzer MeCab5

was used to obtain the parts-of-speech of the terms.
2) Based on the general term frequency 𝑓𝑣 and 𝑓𝑡 for

terms 𝑡𝑣 and 𝑡𝑡 that compose the pair, calculate the
distinctiveness 𝐷(𝑡𝑣, 𝑡𝑡) of the pair as follows:

𝐷(𝑡𝑣, 𝑡𝑡) =
1

𝑤𝑣𝑓𝑣 + 𝑤𝑡𝑓𝑡
(1)

Here, the weights 𝑤𝑣 and 𝑤𝑡 were empirically set as
follows based on the study in Section II, according to
the type of the “cooking operation” 𝑡𝑣 .

∙ (𝑤𝑣, 𝑤𝑡) = (0.1, 0.9) when 𝑡𝑣 is a verb that
handles a single material.

∙ (𝑤𝑣, 𝑤𝑡) = (0.3, 0.7) when 𝑡𝑣 is a verb that
handles multiple materials.

3) Detect the pair (𝑡𝑣, 𝑡𝑡) as a difficult description if
𝐷(𝑡𝑣, 𝑡𝑡) is larger than a threshold 𝜃𝐷.

The terms were classified into “cooking operation
(single)”, “cooking operation (multiple)”, “material” and
counted based on dictionaries compiled beforehand by the
following means:

∙ “Cooking operation (single, multiple)”: Classified
based on the dictionary compiled by Hamada et al. [1],
and by counting corresponding verbs from the prepa-
ration steps in a large number of recipe texts.

∙ “Material”: Collected and counted from the material list
in a large number of recipes texts.

We collected and counted the frequency of 2,202 kinds of
materials (nouns), 1,568 kinds of cooking operations (verbs;
795 kinds of single and 773 kinds of multiple), 197 kinds of
adverbs, 118 kinds of adjectives, and 7,574 kinds of other
nouns, from 6,779 recipes obtained from an online recipe
site6.

B. Preparation of supplementary contents

In order to supplement a difficult description, it is neces-
sary to prepare the supplementary contents beforehand. Note
that the classification of terms, and the dictionaries used are
the same as those described in Section III-A.

1) Text-based supplementary contents: We considered
that when a material is cooked in a similar process in many
recipes, a common modifier that appears in a majority of
them could be a general description for an operation to the
material. Based on this idea, common descriptions 𝑡𝑚𝑖

for a
“material”–“cooking operation” pair (𝑡𝑛, 𝑡𝑣) that appears in
an input recipe text are extracted on the fly by the following
steps:

1) Gather from a large number of recipes, recipes that
contain a material 𝑡𝑛 cooked in a similar process to

5Kyoto University, “Japanese morphological analyzer MeCab,” http:
//mecab.sourceforge.net/.

6Ajinomoto Co., Inc., “Encyclopedia of Recipes (in Japanese),” http:
//www.ajinomoto.co.jp/recipe/.

the input recipe. Here, a cooking process is represented
as a sequential list of “cooking operations (verbs)”
𝑃 (𝑡𝑛, 𝑟𝑖) = {𝑡𝑣1

, 𝑡𝑣2
, ...} in recipe 𝑟𝑖. The similarity

of cooking processes for 𝑡𝑛 in two recipes 𝑟1 and 𝑟2
is measured by a normalized edit distance of terms
𝑑(𝑃 (𝑡𝑛, 𝑟1), 𝑃 (𝑡𝑛, 𝑟2)) defined as follows:

𝑑(𝑃 (𝑡𝑛, 𝑟1), 𝑃 (𝑡𝑛, 𝑟2)) =

𝑑𝑒(𝑃 (𝑡𝑛, 𝑟1), 𝑃 (𝑡𝑛, 𝑟2))

𝑚𝑎𝑥(∥𝑃 (𝑡𝑛, 𝑟1)∥, ∥𝑃 (𝑡𝑛, 𝑟2)∥) (2)

Where 𝑑𝑒(𝑃 (𝑡𝑛, 𝑟1), 𝑃 (𝑡𝑛, 𝑟2)) represents the edit dis-
tance between the two sequential lists obtained by
Dynamic Time Warping. When the distance is shorter
than a threshold 𝜃𝑑, the two recipes are considered
similar from the point of the operations applied to 𝑡𝑛.
The set of gathered recipes will be called a Common
Cooking Operation Recipe Set (CCORS) for material
𝑡𝑛 hereafter.

2) Extract modifiers 𝑡𝑚𝑖
that appear in between all the

(𝑡𝑛, 𝑡𝑣) pairs in the CCORS. Here, a modifier is
defined as all terms other than particles or auxiliary
verbs. A modifier will typically be an adverb or an
adjective.

3) For all 𝑡𝑚𝑖
, measure the commonality 𝐶(𝑡𝑚𝑖

; 𝑡𝑛, 𝑡𝑣)
as follows:

𝐶(𝑡𝑚𝑖
; 𝑡𝑛, 𝑡𝑣) =

Frequency of the cooccurence of 𝑡𝑛, 𝑡𝑚𝑖
, and 𝑡𝑣

Frequency of the cooccurence of 𝑡𝑛 and 𝑡𝑣
(3)

4) Select modifiers with commonalities larger than 𝜃𝐶
as supplementary contents. Nonetheless, quantitative
descriptions regarding quantity, time, and temperature
are ignored, since they are highly sensitive to the
context in each recipe.

2) Image / video-based supplementary contents: In addi-
tion to the text-based supplementary contents, image-based
and video-based supplementary contents are also important
to facilitate the understanding of cooking operations, es-
pecially for operations such as those introduced in Sec-
tion II-B. In this paper, we consider that such contents are
readily labeled and available from the Internet or broadcast
TV archives based on methods such as those proposed in
references [9] and [10]. In the following experiments, we
collected such contents from the Internet and labeled them
manually.

C. Multimedia supplementation of the descriptions

1) Text-based supplementation: A “material”–“cooking
operation” pair (𝑡𝑛, 𝑡𝑣) that appears in an input recipe text is
supplemented with a description 𝑡𝑚 if a triplet (𝑡𝑛, 𝑡𝑚, 𝑡𝑣)
is available in the supplementary contents obtained in Sec-
tion III-B.
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Table II
EVALUATION OF THE DIFFICULT DESCRIPTIONS DETECTED BY EACH

SUBJECT.

Subject Recall Precision
1 55% (18 / 33) 29% (18 / 62)
2 76% (13 / 17) 21% (13 / 62)
3 60% (13 / 22) 21% (13 / 62)
4 74% (14 / 19) 23% (14 / 62)
5 85% (11 / 13) 18% (11 / 62)
6 82% ( 9 / 11) 15% ( 9 / 62)
7 61% (25 / 41) 40% (25 / 62)
8 60% (24 / 40) 39% (24 / 62)
9 88% ( 7 / 8) 11% ( 7 / 62)

10 64% (18 / 28) 29% (18 / 62)
11 64% ( 9 / 14) 15% ( 9 / 62)
12 63% (25 / 40) 40% (25 / 62)

Average 69% — 25% —

2) Image / video-based supplementation: Based on the
study in Section II-B, an image, an image sequence, or
a video clip corresponding to a “material”–“cooking op-
eration” pair is supplemented according to the following
rules. Note that in the recipes we studied, images were
illustrations, but we consider that photographic images could
also be used for the same purpose.

∙ An image supplements a description on “heating” op-
erations.

∙ A sequential image supplements a description on “cut-
ting” operations.

∙ A video clip supplements a description on “mixing”
operations.

IV. EXPERIMENT

A. Detection of difficult descriptions

1) Setting: In order to evaluate the detection method of
difficult descriptions, we compared the result of a subjec-
tive experiment and the output of the method proposed in
Section III-A.

Eleven recipes obtained from an online recipe site4 were
used for the experiment. These were selected from recipes
for experienced users even among the recipes for adults.
The threshold 𝜃𝐷 was set so that the descriptions that were
different between the recipes for general users and children
in the analysis in Section II should be detected the most.

Twelve subjects who do not cook daily, and thus consid-
ered as inexperienced users, participated in the experiment.
They were shown all the eleven recipes, and asked to mark
all the descriptions that they considered difficult.

2) Result: The system detected 62 descriptions as diffi-
cult. Table II shows the evaluation of the result per subject.
In average, 69% of the descriptions that the subjects pointed
out as difficult to understand were correctly detected (recall),
and 25% of the detected descriptions matched the users’
(precision).

As we carefully analyzed the descriptions pointed-out by
the subjects, they were quite different among the subjects.

Table III
EXAMPLE OF THE EXTRACTED SUPPLEMENTARY DESCRIPTIONS.

Recipe Material (𝑡𝑛) Cooking Supplementary
operation (𝑡𝑣) description (𝑡𝑚)

Stew potato peel skin
potato cut small blocks
carrot peel skin

Croquette flour shake down excessive
egg crack and mix bowl
cabbage tear hand
onion fry pan

Cake flour mix bowl
butter bake oven

This indicates the necessity of personalization of the detec-
tion method in order to increase the recall for some users
and also to increase the overall precision.

B. Extraction of supplementary descriptions

1) Setting: In order to evaluate the extracted supplemen-
tary descriptions, we manually analyzed the output of the
method proposed in Section III-B.

Three recipes (“Japanese meat and potato stew,” “Soybean
croquette,” and “Country apple cake”) among the 6,779
recipes used to compile the dictionaries in Section III-A
were used as input recipes. The thresholds were set to
𝜃𝑑 = 0.8 and 𝜃𝐶 = 0.5.

2) Result: In total, 185 supplementary descriptions were
extracted. Among them, 136 descriptions (73.5%) were
manually judged as appropriate. Table III shows an example
of the appropriate supplementary descriptions.

As we analyzed the results, we found that the size of
CCORS controlled by the threshold 𝜃𝑑 affected the result; if
the size of a CCORS was large, the extracted supplementary
descriptions were noisy, and if it was small, very few or
even no description was extracted. This indicates the need
to adaptively adjust 𝜃𝑑 according to each material.

C. Multimedia supplementation of actual recipe texts

1) Setting: Finally, we actually modified four recipes
(“Japanese meat and potato stew,” “Country apple cake,”
“Dorade steamed with vegetables” and “Beignet of shrimp
and kidney pea”) according to the method proposed in Sec-
tion III-C, and had it evaluated in a subjective experiment.
Figure 2 shows one of the modified recipes.

Some parts of the original recipes were modified to make
it simpler, and then compared with the supplemented recipe.
When the supplementary descriptions were inserted in the
original recipe, surrounding texts were manually adjusted so
that it becomes a natural sentence.

Eight subjects who do not cook daily, and thus considered
as inexperienced users, participated in the experiment.

2) Result: Table IV shows the result of the experiment.
Although most subjects judged that the supplemented recipe
was better, there were some cases that it was about the
same or even worse. In these cases, the subjects commented
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Figure 2. Example of an actual recipe supplemented by multimedia
descriptions obtained from the proposed method. In this case, “Country
apple cake.” The highlighted text descriptions, the popuped image, and
the video clip were supplemented. The text recipe was obtained from
Ajinomoto’s “Encyclopedia of recipes”6.

Table IV
EVALUATION OF THE ACTUAL RECIPE TEXTS SUPPLEMENTED WITH

MULTIMEDIA CONTENTS. FREQUENCY OF SUBJECTS WHO CONSIDERED

EITHER OF THE RECIPES EASIER TO UNDERSTAND.

Recipe Original Supplemented Neutral
is better is better

Stew 0 8 0
Cake 0 6 2
Steamed dorade 0 8 0
Beignet 1 7 0

that some supplementations, especially when the name of
a receptacle was supplemented, they made the description
redundant, and even difficult to read.

Another major comment was that there were still de-
scriptions difficult to understand. The difficult descriptions
pointed out were different among subjects, so this again,
confirms the necessity to adaptively handle personal differ-
ence as we noticed in Section IV-A.

V. CONCLUSION

In this paper, we proposed a method that detects and
supplements difficult descriptions for an inexperienced user
in an existing text recipe with text, image and video con-
tents. Experimental results showed promising ability of the
proposed method to assist users understand the descriptions
in a recipe.

We are currently implementing a prototype interface that
supplements existing recipes provided from a user [11].
We would also like to implement a scheme that allows us
to adaptively handle the personal difference of experience
and knowledge in the future. Detection and supplementation

of difficult expressions even for experienced users (i.e.
expressions that scarcely appear in most of the recipes) are
also included in the future work.
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