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#### Abstract

We propose a visibility estimation method for traffic signs considering temporal environmental changes, as a part of work for the realization of nuisance-free driver assistance systems. Recently, the number of driver assistance systems in a vehicle is increasing. Accordingly, it is becoming important to sort out appropriate information provided from them, because providing too much information may cause driver distraction. To solve such a problem, we focus on a visibility estimation method for controlling the information according to the visibility of a traffic sign. The proposed method sequentially captures a traffic sign by an in-vehicle camera, and estimates its accumulative visibility by integrating a series of instantaneous visibility. By this way, even if the environmental conditions may change temporally and complicatedly, we can still accurately estimate the visibility that the driver perceives in an actual traffic scene. We also investigate the performance of the proposed method and show its effectiveness.


## I. INTRODUCTION

Recently, the demand for driver assistance systems is increasing. In particular, the development of a object detection and notification system with an in-vehicle camera is an important task. This system is mainly composed of two processing steps. One is the detection of target objects from an input image captured by an in-vehicle camera, and the other is the notification of the information about them to the driver. There are few researches that discuss the techniques for the latter in depth, whereas there are many of those focusing on the former. The latter technique is very important in practical applications, since providing too much information to the driver may cause driver distraction [1], and may increase the risk of a traffic accident. Therefore, we focus on the technique for sorting out an appropriate amount of information provided from the systems.

One approach is based on the driver's gaze estimated with an eye-gaze tracking system [2]. However, just because a driver gazes at an object does not mean he/she recognizes it. Therefore, it is dangerous to directly control the information only with the information from a driver's gaze. Another approach is based on the target's visibility estimated with an in-vehicle camera [3]-[5]. In particular, the visibility of a traffic sign changes largely depending on the environmental conditions despite its great importance in a traffic scene. For


Fig. 1. Comparison of traffic scenes with different visibility of traffic signs.
example, in the scene shown in Fig. 1(a), the driver will be aware of the traffic signs because of their good visibility. On the other hand, in the scene shown in Fig. 1(b), he/she may not be able to do so because of their poor visibility. From this point of view, we consider that nuisance-free systems can be realized by providing appropriate information to the driver according to the visibility of the target.

So far, we have previously proposed a method to estimate the visibility of a traffic sign from an in-vehicle camera image [6]. However, our previous method estimated the
visibility from only one in-vehicle camera image, that is, it evaluated the visibility at a moment (hereafter called "instantaneous visibility"). In an actual traffic scene, it is considered that the driver judges the visibility of a target not from an instantaneous visibility but the visibility accumulated for a certain amount of time (hereafter called "accumulative visibility"). Moreover, even if the visibility may be good at a moment, it may be poor at the next moment, since the visibility could change temporally and largely by various factors [7]. Therefore, the driver assistance system should not control the information of the target based on only the instantaneous visibility. Thus, in this paper, we propose a visibility estimation method for traffic signs considering temporal environmental changes for smart driver assistance. The proposed method integrates a series of instantaneous visibility values calculated from an in-vehicle camera image sequence, and evaluates the accumulative visibility. By this way, we expect to accurately estimate the visibility that the driver perceives in an actual traffic scene.

This paper is organized as follows. First, Section II introduces related works. Next, Section III describes the proposed method in detail. Then, Section IV reports experimental results, and Section V provides some discussions. The paper concludes with a summary and future work in Section VI.

## II. RELATED WORKS

In general, our scene understanding is considered to be composed of two aspects: "vision at a glance" and "vision with scrutiny" [8]. Therefore, it is necessary to distinguish two types of visual attention: pop-out (involuntary attention) and visual search (voluntary attention). In this section, we introduce works related to each of the two types.

## A. Research on pop-out

There are many computational models of the pop-out to estimate salient regions which attract visual attention of human beings in an input image. Itti et al. have proposed a model for estimating such regions with a saliency map [9]. This model has been applied for various research areas, and its effectiveness has been shown [10], [11]. However, the pop-out is greatly influenced by human states such as psychology, interest, and anticipation. A driving task puts a heavy load to a driver since it always requires appropriate actions depending on the surrounding environments in realtime, which affects the pop-out of the driver. Therefore, it is considered that Itti's model is not applicable to driving situations [12].

## B. Research on visual search

Many computational models of the visual search are summarized in [13]. Unfortunately, most of the existing models for the visual search are applicable only in a well-designed laboratory environment.

For practical use, some research groups including the authors themselves have proposed methods to estimate the visibility of a traffic sign with an in-vehicle camera [3], [4], [6]. Siegmann's model [3] calculates the visibility level


Fig. 2. Process flow of the proposed method.
based on only luminance, and visual properties of humans are not considered adequately. Simon's model [4] learns a massive number of appearances of a target traffic sign in advance. Although this model directly calculates the saliency of traffic signs from the SVM discriminant function, the distance in the feature space may not correspond to the saliency perceived by humans. Moreover, the effect of the contrasts between a target and its surroundings are not wellconsidered in this method, since this model evaluates only the appearance of the target. To solve these problems, we have previously studied a visibility estimation method based on the integration of color, edge, and texture contrasts [6]. However, our previous method estimated the instantaneous visibility from only one in-vehicle camera image, and did not consider the temporal changes of the visibility. In an actual traffic scene, the visibility of a traffic sign could temporally change depending on the lighting conditions, the degree of occlusion, the visual size, etc.. Thus, it is important to consider such temporal changes for more accurate visibility estimation.

## III. PROPOSED METHOD

Fig. 2 shows the process flow of the proposed method. The first step captures a traffic sign by an in-vehicle camera. The second step estimates the instantaneous visibility of the traffic sign. The final step estimates the accumulative visibility by integrating a series of each instantaneous visibility. The details for each step are described below.

## Step 1) Capture a traffic sign with an in-vehicle camera

First of all, a target traffic sign is captured by an in-vehicle camera. The captured image is used in the following step for estimating the instantaneous visibility of the traffic sign.

TABLE I
RELATION BETWEEN IMAGE FEATURES AND VISIBILITIES.

| Factor | Visibility |  |
| :---: | :---: | :---: |
|  | High | Low |
| Color contrast | $\bigcirc$ | O |
| Edge contrast | 無 |  |
| Texture contrast | 0 |  |
| Visual quality | - |  |
| Visual size |  | . |

Here, we assume that the position, size, and category of the traffic sign in the input image can be obtained with an existing technique for traffic sign detection and recognition (e.g. [14], [15]).

## Step 2) Estimation of the instantaneous visibility

As shown in Table I, the visibility of a target is affected by several factors such as the contrasts between foreground and background, the visual quality (e.g. lighting conditions, the degree of occlusion), and the visual size. The proposed method extracts feature values $f_{i}(i=1, \ldots, 5)$ to evaluate the impacts of their factors, and then estimates the instantaneous visibility by integrating them. Note that $f_{i}$ ( $i=1, \ldots, 3$ ) (the contrasts) have been previously proposed in [6], and $f_{4}$ (the visual quality) and $f_{5}$ (the visual size) are introduced in this paper. The extraction and integration of these feature values is performed as follows.

## Step 2-1) Extraction of image features

The feature values $f_{i}(i=1,2,3)$ based on the contrasts are calculated by the following steps. First, a sub image surrounding the sign region (hereafter called "surrounding region") is cropped from the input image $I$. Second, the surrounding region is divided into a sign region $s$ and several background sub-regions $b_{n} \in \mathbb{B}$ as shown in Fig. 3. Third, the color, edge, and texture contrasts $c_{i}^{\left(b_{n}\right)}(i=1,2,3)$ defined below are calculated [6].

- Color contrast $c_{1}^{\left(b_{n}\right)}$ : The distance between the average color in the sign region $s$ and that in a background subregion $b_{n}$


Fig. 3. Example of a surrounding region $\mathbb{B}$ surrounding a sign region $s$ and sub-regions $b_{n}(n=1, \ldots, 6)$.

- Edge contrast $c_{2}^{\left(b_{n}\right)}$ : The difference between the average edge strength in the sign region $s$ and that in a background sub-region $b_{n}$
- Texture contrast $c_{3}^{\left(b_{n}\right)}$ : The distance between the color histogram in the sign region $s$ and that in a background sub-region $b_{n}$
Fourth, the feature values $f_{i}(i=1,2,3)$ based on the contrasts $c_{i}^{\left(b_{n}\right)}$ are calculated by

$$
\begin{equation*}
f_{i}=\sum_{b_{n} \in \mathbb{B}} \frac{a^{\left(b_{n}\right)}}{a^{(\mathbb{B})}} c_{i}^{\left(b_{n}\right)} \tag{1}
\end{equation*}
$$

Here, $a^{(*)}\left(* \in\left\{b_{n}, \mathbb{B}\right\}\right)$ is defined by

$$
\begin{equation*}
a^{(*)}=\sum_{p^{(*)} \in *} \frac{1}{d\left(p^{(*)}, q^{(s)}\right)} \tag{2}
\end{equation*}
$$

where $d\left(p^{(*)}, q^{(s)}\right)$ is the distance between each pixel $p^{(*)}$ in a background sub-region $*$ and the centroid $q^{(s)}$ of the sign region $s$.

The feature value $f_{4}$ based on the visual quality of the traffic sign is calculated by

$$
\begin{equation*}
f_{4}=S\left(s, s_{t}\right) \tag{3}
\end{equation*}
$$

where $S$ is the similarity based on the SSD (Sum of Squared Difference) between the sign region $s$ and a template $s_{t}$. Here, $s_{t}$ is an ideal traffic sign image without any deterioration of visual quality.

The feature value $f_{5}$ based on the visual size of the traffic sign is calculated by

$$
\begin{equation*}
f_{5}=\frac{A^{(s)}}{A^{(I)}} \tag{4}
\end{equation*}
$$

where $A^{(s)}$ and $A^{(I)}$ are the areas of the sign region $s$ and the input image $I$.

## Step 2-2) Integration of the image feature

Based on the feature values $\boldsymbol{f}=\left\{f_{1}, \ldots, f_{5}\right\}$, the instantaneous visibility value $\hat{v}$ is calculated by

$$
\begin{equation*}
\hat{v}=\boldsymbol{w}^{\mathrm{T}} \boldsymbol{\phi}(\boldsymbol{f})=\sum_{z=1}^{Z} w_{z} \phi_{z}(\boldsymbol{f}), \tag{5}
\end{equation*}
$$

where $\boldsymbol{w}=\left(w_{1}, \ldots, w_{Z}\right)^{\mathrm{T}}$ is the weight vector for the vector $\phi(\boldsymbol{f})=\left(\phi_{1}(\boldsymbol{f}), \ldots, \phi_{Z}(\boldsymbol{f})\right)^{\mathrm{T}}$ composed of basis
functions. Eq. (5) represents the linear combination of the vector $f$ on the $Z$-dimensional feature space.

## Step 3) Estimation of the accumulative visibility

The proposed method calculates the accumulative visibility value $\hat{V}$ by integrating a series of $\hat{v}^{(t)}$ for each time $t$ as

$$
\begin{align*}
\hat{V} & =\frac{1}{T_{p}} \sum_{t=0}^{T_{p}-1} \hat{v}^{(\tau-t)} \\
& =\frac{1}{T_{p}} \sum_{t=0}^{T_{p}-1} \sum_{z=1}^{Z} w_{z} \phi_{z}\left(\boldsymbol{f}^{(\tau-t)}\right) \\
& =\sum_{z=1}^{Z} w_{z}\left[\frac{1}{T_{p}} \sum_{t=0}^{T_{p}-1} \phi_{z}\left(\boldsymbol{f}^{(\tau-t)}\right)\right] \\
& =\boldsymbol{w}^{\mathrm{T}} \mathbf{\Phi} \tag{6}
\end{align*}
$$

where $\tau$ is the current time, $T_{p}$ is the number of input images, and

$$
\begin{equation*}
\boldsymbol{\Phi}=\frac{1}{T_{p}}\left(\sum_{t=0}^{T_{p}-1} \phi_{1}\left(\boldsymbol{f}^{(\tau-t)}\right), \ldots, \sum_{t=0}^{T_{p}-1} \phi_{Z}\left(\boldsymbol{f}^{(\tau-t)}\right)\right)^{\mathrm{T}} \tag{7}
\end{equation*}
$$

We consider that the larger the $\hat{V}$ is, the higher the visibility of the traffic sign is.

## IV. EXPERIMENT

We investigated the effectiveness of the proposed method through experiments. For comparison, we evaluated the performances of the proposed method and a comparative method that estimates the visibility of a traffic sign from only an in-vehicle camera image [6]. We targeted several sign categories shown in Table II, considering the similarity in shape and color, and also the importance in traffic safety. The experimental preparations, the evaluation conditions, and the results and discussion are described below.

## A. Experimental preparations

We prepared a test set and a training set for the parameter $\boldsymbol{w}$ according to the following steps. First, with an in-vehicle camera ( $1,920 \times 1,080$ pixels, 15 fps ), we captured various traffic signs under different weathers, locations around Nagoya in Japan. Then, from the captured videos, we extracted $N=100$ video clips (19-169 frames) as the test set, and $M=59$ still images as the training set. Here, in the test and training sets, each frame / image contained the wholes of the target traffic signs. Note that each test video clip did not include the training images.

We determined the ground-truth for the test and the training sets based on the following experiments with eight male and female subjects in their 20's and 30 's. First, we showed a subject a test video clip on a computer screen only once. Next, he/she answered the visibility of the traffic sign in the range $[0,1]$. Here, when he/she could not find the target traffic sign, we regarded the visibility value as 0 . Then, we used the average for the answers of all the

TABLE II
TRAFFIC SIGN CATEGORIES TARGETED IN THE EXPERIMENT.

| Category | Components |
| :---: | :---: |
| Warning sign |  |
| Regulatory sign | $\bigcirc$ |
|  |  |
|  | ¢®® 1 ¢ $\cdots$ |
|  | ${ }^{12 m}$ |
| Indication sign | A A荗 (4) |

subjects as the ground-truth for the video clip. The above procedure was performed for each subject and for each test video clip. As a result, we obtained a set of the ground-truth $V_{n}(n=1, \ldots, N)$ for the test set. Similarly, we obtained a set of the ground-truth $U_{m}(m=1, \ldots, M)$ for the training set.

## B. Evaluation conditions

In the proposed method and the comparative method, we calculated the contrasts $c_{i}^{\left(b_{n}\right)}$ in the RGB color space, and used the $Z=20$-dimensional feature space defined by the second-order polynomial basis functions. These parameters were chosen based on results from preliminary experiments. Next, the parameter $\boldsymbol{w}$ in each method was determined by the linear regression with $U_{m}(m=1, \ldots, M)$. Then, for each frame in the test set, we clipped the instantaneous visibility value $\hat{v}$ into $[0,1]$, since the value calculated with the obtained $\boldsymbol{w}$ may be out of the range.

We evaluated the performances of each method on the test set with the MAE (Mean Absolute Error) defined by

$$
\begin{equation*}
\mathrm{MAE}=\frac{1}{N} \sum_{n=1}^{N}\left|V_{n}-\hat{V}_{n}\right| \tag{8}
\end{equation*}
$$

Note that the range of the MAE is $[0,1]$ because the instantaneous visibility value is in the range [0,1], and the lower the MAE is, the more accurate the method is. In the proposed method, the MAEs were calculated while changing $T_{p}$ from 1 to 169 (maximum number of frames in the test set). Here, when the length of the video clip was shorter than $T_{p}$, the accumulative visibility value (Eq. (6)) was calculated by averaging the instantaneous visibility values for all frames in the video clip. In the comparative method, the MAE was calculated based on the instantaneous visibility values for each last frame of the video clip. Note that the comparative method is equivalent to $T_{p}=1$ in the proposed method.

## C. Results

Fig. 4 shows the relation between $T_{p}$ and the MAEs for the proposed method ( $T_{p}>1$ ) and the comparative method $\left(T_{p}=1\right)$. The MAE of the comparative method was about 0.27. On the other hand, for all $T_{p}$, the MAE of the proposed method was lower than that of the comparative method.


Fig. 4. Experimental results: the relation between $T_{p}$ and the MAEs for the proposed method $\left(T_{p}>1\right)$ and the comparative method $\left(T_{p}=1\right)$.

Thus, we confirmed the effectiveness of the proposed method which evaluates the visibility of a traffic sign with an invehicle camera image sequence.

We aim at realizing the system that controls the information provided to the driver according to the visibility of a target. In addition, for practical use, we consider that the estimation error should be within plus / minus one level in a five-level warning system. To realize such a system, at least less than 0.20 error in the range [0,1] is required. In this experiment, the minimum MAE was 0.18 that is less than 0.20 when $T_{p}=70$. Therefore, we conclude that the performance of the proposed method has enough feasibility considering our research goal.

## V. DISCUSSION

The effectiveness of the proposed method, and the importance of using a scene context are discussed below.

1) Effectiveness of the proposed method: Fig. 5 shows the transition of the instantaneous visibility values in the last 70 frames of a test video clip. For reference, Fig. 6 shows corresponding frames in the video clip. The comparative method estimates from only the last frame at time $t=0$, where it output a visibility value 0.92 . On the other hand, the proposed method estimates from all the last 70 frames in this case, where it output a visibility value 0.67 (almost equal to the ground-truth). Incidentally, the instantaneous visibility value estimated from the frame at around time $t=-42$ was also nearly equal to the ground-truth. However, this was only for this video clip, not for the others. Therefore, it is difficult to estimate the visibility of a traffic sign from only the instantaneous visibility at a moment. We consider that this is why lower MAE values (Eq. (8)) were obtained by the proposed method which evaluates a series of instantaneous visibility values.

As for the image features proposed in this paper, the MAE calculated without the visual quality $f_{4}$ and the visual size $f_{5}$ was over 0.19 (higher than that calculated with these features). Therefore, we confirmed the effectiveness of


Fig. 5. Example of the transition of the instantaneous visibility.
considering the visual quality and the visual size for visibility estimation.
2) Importance of using a scene context: In an actual traffic scene, the visibility of a traffic sign would be affected by other objects such as sign boards, other traffic signs, traffic signals, pedestrians, and vehicles. In fact, the variance of the visibility values by subjects tended to become greater in a complex scene including many such objects. For example, in the scene shown in Fig. 7(a), there is no distractor which attracts a driver's attention. In such a scene with a simple context, the visibility of a target can be estimated by the proposed method based on the local image features. On the other hand, in the scene shown in Fig. 7(b), there are many objects such as several types of traffic signs, a bicycle and a frontal vehicle overtaking it. In such a scene with a complex context, it is considered that it is difficult to evaluate the visibility of a target only with local image features. Thus, to achieve more accurate visibility estimation, we will study on the combination of local image features and global image features considering the scene context in our future work.

## VI. CONCLUSION

In this paper, we proposed a visibility estimation method for traffic signs considering temporal environmental changes, as a part of work for the realization of nuisance-free driver assistance systems. By integrating the series of instantaneous visibility values, we expect to accurately estimate the visibility that the driver perceives in an actual traffic scene. Experimental results showed the effectiveness of our method and feasibility of our research goal. Future work includes a study on the use of global image features considering the scene context.
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(a) Time $t=-70$ [frame]

(b) Time $t=-42$ [frame]

(c) Time $t=0$ [frame] (last frame)

Fig. 6. The frames in the test video clip corresponding to Fig. 5.
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