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Abstract

Camera-based character recognition has gained attention with the growing use of camera-equipped portable devices. One of the most
challenging problems in recognizing characters with hand-held cameras is that captured images undergo motion blur due to the vibration of
the hand. Since it is difficult to remove the motion blur from small characters via image restoration, we propose a recognition method without
de-blurring. The proposed method includes a generative learning method in the training step to simulate blurred images by controlling blur
parameters. The method consists of two steps. The first step recognizes the blurred characters based on the subspace method, and the second
one reclassifies structurally similar characters using blur parameters estimated from the camera motion. We have experimentally proved that
the effective use of motion blur improves the recognition accuracy of camera-captured characters.
� 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

Character recognition technologies using portable digital
cameras have gained attention in recent years in proportion to
the diffusion of portable digital imaging devices [1]. However,
even with the improvement of the devices, the quality of cap-
tured images is still not sufficient for recognizing characters in
many practical cases. For example, characters in such images
tend to be small and blurred even from a slight vibration of the
hand holding the camera. This problem becomes more serious
when the photographer backs the camera away from the target
document, trying to capture a larger part of it. In this paper, an
approach to recognize low-quality characters in such blurred
image is presented.

As described above, image degradation is an unavoidable
problem peculiar to camera-based character recognition. One
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of the main approaches to cope with such degradation is im-
age restoration [2]. Various attempts have been made for im-
age restoration. In Ref. [3], Hobby proposed a super-resolution
method for small characters, and in Ref. [4], Li et al. used
multiple images to create super-resolution image, while in Ref.
[5], Mancas-Thillou et al. used a Teager filter to enhance low-
resolution text. The PSF (point spread function) can also be ap-
plied to remove optical blur. The compound method proposed
by Tsunashima et al. [6] is a simple but effective way to ob-
tain the optical blur PSF because it allows us to estimate it
by simply averaging multiple captured images. Another form
of degradation to be removed is motion blur, which requires
the identification of blur parameters [7]. Ben-Ezra et al. pro-
posed a method for de-blurring motion blurred images using
PSF [8].

In practical applications, however, restoring an image is not
always effective for character recognition because small char-
acters are difficult to de-blur. This paper proposes a recognition
method that does not need any restoration. It instead, copes
with the degradations by learning artificially degraded images
and using estimated motion blur information.
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Fig. 1. Flow of the proposed camera-based character recognition.

In our previous papers [9,10], models for generating such
images were presented and used for constructing subspaces.
However, the use of generation models was limited to obtaining
training sets. Once the subspaces were constructed in the train-
ing step, test images were compared only with them regardless
to the individual training images with various degradation pa-
rameters. The proposed method also uses the subspace in the
first step of recognition, but in the second step, the test images
are directly compared with the generated images by means of
eigenspace method [11] in order to correct the misclassifica-
tions in the earlier step.

Fig. 1 illustrates the flow of the proposed method. The train-
ing step is based on the generative learning method [9,10],
where training images undergoing various speeds and orien-
tations of motion blur are generated. The recognition method
consists of two steps. The first employs the subspace method
[12], whose effectiveness for low-resolution character recog-
nition is demonstrated in Ref. [13]. However, the subspace
method constructs a single subspace from the training images
with various speeds and orientations of blur, which often yields
the misclassification among structurally similar characters. The
eigenspace method [11] is more effective for such characters,
since the similarity to each training image is evaluated. A
reclassification based on the eigenspace method is then in-
troduced as the second step to improve the recognition accu-
racy of such characters. This second step reclassifies characters
by effective use of the motion blur. For this purpose, motion
blur parameters are estimated from camera motion; the sim-
ilarity between the characters and training images simulated
with the motion blur parameters is evaluated in the recognition
step.

This paper is organized as follows: Section 2 explains the
generation process of the training images which are used in all

stages of the recognition. The parameters used both for the im-
age generation and for the recognition are also introduced first
in this section. Section 3 describes the first step of the recog-
nition using the subspace method. Section 4 details the second
step of the recognition using the eigenspace method and esti-
mated blur parameters. Section 5 demonstrates the performance
of the method through an experiment, and Section 6 concludes
this paper.

2. Generation of training images

The generative learning method was developed to generate
degraded patterns by simulating actual degradation. Tradition-
ally, this synthesis-based approach has often been used for
learning distorted characters in handwritten character recog-
nition [14,15]. We have been applying a generative learning
method to camera-based character recognition, and have so far
investigated the effectiveness of an optical blur model and a
motion blur model in Refs. [9,10], respectively. Also, the ef-
fectiveness of using a resolution transformation model to simu-
late low-resolution characters has been demonstrated by Sun in
Ref. [16]. In contrast with the collection-based approach such
as that introduced in Ref. [17], the generative learning method
eliminates the exhaustive collection of training images. It en-
ables us to acquire parametrically degraded character images
in accordance with the actual degradations.

2.1. Generation models

To simulate various degradations, four generation models
are defined along with parameters that control the degradation
degree of images. The generation models used for this work
are listed below.
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Fig. 2. Optical blur PSF. The horizontal axis indicates the distance from the center of a PSF filter.

• Optical blur model:
An optically blurred image z1 is generated from the original
image z0 by convoluting it with an optical blur PSF hopt as

z1(x, y) = z0(x, y) ∗ hopt (x, y), (1)

hopt needs to be estimated beforehand using the compound
method [6]. This compound method enables us to estimate
the optical blur PSF from an original image and its camera-
captured images.
Let us briefly describe the estimation process. Assume that
image degradation by the optical blur is represented as

gi(x, y) = f (x, y) ∗ hopt (x, y) + n(x, y), (2)

where f is the original image, gi is the optically blurred im-
age of f, hopt is the optical blur PSF, and n is the noise
function. Applying two-dimensional Fourier transformation
to this equation, we obtain

Hopt (u, v) = G(u, v)

F (u, v)
− N(u, v)

F (u, v)
. (3)

Since the noise component is unknown, hopt cannot be es-
timated from a single gi . The compound method averages
multiple optically blurred images to restrain this noise. As-
suming that we have I images gi (i=1, 2, . . . , I ), the optical
blur component in spatial frequency Ĥopt (u, v) is estimated
by

Ĥopt (u, v) = 1

I

I∑
i=1

Gi(u, v)

F (u, v)
− 1

I

I∑
i=1

Ni(u, v)

F (u, v)
. (4)

Provided that I is large enough, the second term of this equa-
tion converges to 0 because no relation exists among the
noise components Ni(u, v) of each image, and then

Hopt (u, v) ≈ 1

IF(u, v)

I∑
i=1

Gi(u, v). (5)

The optical blur PSF hopt (x, y) is obtained by inverting
Hopt (u, v). Fig. 2 shows an example of a PSF estimated from
a digital camera.

• Motion blur model:
To deal with motion blur concisely, both speed and orien-
tation of the motion blur appearing on one frame are as-
sumed to be constant. This assumption allows us to employ
the motion blur model proposed by Potmesil in Ref. [18] for
computer-generated images. A motion blurred image z2 is
generated from the image z1 from a blur extent parameter b
and a blur angle parameter � (0�� < �) as

z2(x, y) =
∫ 1/2

−1/2
z1(x − bt cos �, y − bt sin �) dt . (6)

This operation can also be simplified in the form of a con-
volution with a motion blur PSF hmot(b,�)(x, y). The two-
dimensional Fourier transformation is used to separate the
blur component from the term z1 as

Hmot(b,�)(u, v) = sin[�b(u cos � + v sin �)]
�b(u cos � + v sin �)

, (7)

with hmot(b,�)(x, y) obtained by inverting Hmot(b,�)(u, v).
Consequently, Eq. (6) is represented as

z2(x, y) = z1(x, y) ∗ hmot(b,�)(x, y). (8)

Unlike hopt in the optical blur model, this hmot(b,�) is deter-
mined by the given two parameters.

• Segmentation model:
The segmentation model involves translation and expansion
of the character in the image. A character area is defined
as the minimum square region that contains the whole
character. Let (x0, y0) be the center of the character area,
and l be its side length. An image area to be segmented is
defined by a horizontal gap parameter �x, a vertical gap
parameter �y, and an expansion rate a as illustrated in
Fig. 3.

• Resolution transformation model:
Here a synthetic degradation parameter d corresponding to
the camera distance is introduced. The d is identical to the
expansion rate of the PSF filter. If d=0, the spatial resolution
of the generated image is equivalent to that of the original
image, while if d = 1, the generated image is identical to the
convoluted image with the PSF.
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A parameter vector p consisting of the parameters introduced
above is defined as

p = (b, �, �x, �y, a, d). (9)

This parameter vector is used for generating training images.

2.2. Generation of training images

Training images are generated using the estimated optical
blur PSF hopt (x, y) and the parameter p. Fig. 4 shows the

generation process by the PSFs. Let x(c)
p be a training image

generated from category c’s original image f (c) by a parameter
vector p as

x(c)
p (x, y) =

∑
i,j

h(i, j)f (c)
seg(x − id, y − jd), (10)
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Fig. 5. Examples of the generated images for category “A” (�x = �y =
0, a = 15/16, d = 2).

where

h(x, y) = hopt (x, y) ∗ hmot(b,�)(x, y) (11)

and

f (c)
seg(x − x0, y − y0) = f (c)

(x

a
+ �x,

y

a
+ �y

)
. (12)

Examples of the generated training images are shown with cor-
responding values of p in Fig. 5.

3. First step of recognition: recognition by the subspace
method

3.1. Construction of a subspace

In the training step, a subspace is constructed from various
training images for each category. The constructed subspaces
have ability to classify low-quality characters robustly, except
for some structurally similar categories.

Let P be a set of N different parameter vectors pn (n =
1, 2, . . . , N), where N is the number of training images used
for constructing a subspace of a category. N training images are
generated from parameter vectors pn ∈ P . For each training
image x(c)

pn
, a vector x(c)

pn
is constructed from pixel values of the

image as described below. First, x(c)
pn

is converted to a vector

x̃(c)
pn

such that the mean of its elements becomes 0 by

x̃(c)
pn

= [x(c)
pn

(0, 0) − x̄
(c)
pn

· · · x(c)
pn

(w − 1, 0) − x̄
(c)
pn

· · · x(c)
pn

(0, h−1)−x̄
(c)
pn

· · · x(c)
pn

(w−1, h−1)−x̄
(c)
pn

]�, (13)
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Fig. 6. Top four eigenvectors for category “A”.

where w and h are the width and the height of the image,
respectively, and

x̄
(c)
pn

= 1

wh

w−1∑
x=0

h−1∑
y=0

x(c)
pn

(x, y).

Second, this vector is normalized to x(c)
pn

whose norm is 1 by

x(c)
pn

= x̃(c)
pn

‖̃x(c)
pn

‖
. (14)

A matrix Q(c)
1 is then calculated as

Q(c)
1 = 1

N
X(c)

1 (X(c)
1 )�, (15)

where matrix X(c)
1 is represented by a list of the N vectorized

training images x(c)
pn

as

X(c)
1 = [x(c)

p1
· · · x(c)

pN
]. (16)

Next, the eigenvalues and corresponding eigenvectors of this
matrix Q(c)

1 are calculated. The eigenvectors are sorted in or-
der of the magnitude of their corresponding eigenvalues, and
the largest R1 (R1 < N) eigenvectors e(c)

r1 (r1 = 1, 2, . . . , R1)

are used for the recognition. Examples of the eigenvectors are
illustrated in Fig. 6.

3.2. Character recognition using multiple frames

Yanadume et al. demonstrated that multiple-frame inte-
gration improves the recognition accuracy of low-resolution
characters [17]. Given M frames of the same character, and
letting zm denote the vectorized and normalized target image
in the mth frame, the recognition result in the first step, ĉ1
is determined from the inner product to the R1 eigenvectors
e(c)
r1 (r1 = 1, . . . , R1), by

ĉ1 = arg max∀c

M∑
m=1

R1∑
r1=1

(e(c)
r1

�
zm)2. (17)

4. Second step of recognition: reclassification using blur
information

The recognition results obtained in the first step tend to
involve misclassification within certain groups of structurally
similar categories. The second step attempts to reclassify such
dubious results to the correct category using the eigenspace

method [11]. The blur parameters estimated from camera mo-
tion are used for the matching of characters in this step. This
attempt is based on the idea that the blur parameters should sup-
ply supplementary information for differentiating structurally
similar categories.

4.1. Difference between subspace and eigenspace

The difference between the subspace method and the
eigenspace method is described here.

Fig. 7 illustrates the recognition schemes of these methods.
In the subspace method, an input image is compared with sub-
spaces of all categories and then classified according to simi-
larities to the subspaces. These subspaces are constructed from
training images with various degradation parameters. Conse-
quently, the subspace method has a general capability to rec-
ognize the degraded images, although the similarities to each
training image cannot be evaluated.

Unlike subspace, eigenspace is constructed for a set of cat-
egories. All the images, regardless of training or input, are
projected onto the same eigenspace. The input image is then
classified to the nearest category in the eigenspace. The
eigenspace method has the advantage that it can evaluate a
distance to individual training images as a dissimilarity. It can
use the blur information to select the images for the distance
calculation, whereas the subspace method cannot use such
information in the recognition step.

4.2. Grouping structurally similar characters

For each category g, characters that are frequently misclas-
sified to category g are grouped and described as G(g). Such
groups can be organized by applying the first step of recogni-
tion to a certain amount of samples. Let �(g|c) denote the rate
at which a character in category c is classified to category g in
the first step. The category c is grouped if �(g|c)��, where �
is a grouping threshold; and of course, g itself also needs to be
a member of G(g). In brief, G(g) is organized as

G(g) = {c|�(g|c)��} ∪ {g}. (18)

4.3. Construction of an eigenspace in groups

An eigenspace used for this second step of recognition is
constructed in each group. Similar to the step in which the
subspaces were constructed, a covariance matrix Q(g)

2 of group
g is calculated as

Q(g)
2 = 1

KN
X(g)

2 (X(g)
2 )�, (19)

except that a matrix X(g)
2 is represented by all the training im-

ages of categories ck ∈ G(g) (1�k�K=|G(g)|) and their mean
μ(g) as

X(g)
2 = [X̃(c1)

1 · · · X̃(cK)
1 ], (20)



Author's personal copy

2258 H. Ishida et al. / Pattern Recognition 41 (2008) 2253 – 2262

Similarity

Subspace

Eigenspace

Distance
z

c2

c1

e2
(g)

e1
(g)

e3
(g)

�p
(c2)

�p
(c1)

�

Fig. 7. While the subspace method evaluates similarities to the subspace, the eigenspace method evaluates distances (dissimilarities) to each training image.

(a) In the subspace method, the similarity of input image z to the subspace {e(c)
r } is defined as

∑
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r
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(c)
p , both of which are projected on the eigenspace, is defined as ‖� − �
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Fig. 8. Top four eigenvectors for group G(“h”) = {“b”, “h”}.

where

X̃(ck)
1 = [x(ck)

p1
− μ(g) · · · x(ck)

pN
− μ(g)] (21)

and

μ(g) = 1

KN

K∑
k=1

N∑
n=1

x(ck)
pn

. (22)

Next, the eigenvalues and corresponding eigenvectors of this
matrix Q(g)

2 are calculated. The eigenvectors are sorted in order
of the magnitude of their corresponding eigenvalues, and the
largest R2 (R2 < KN) eigenvectors e(g)

r2 (r2 = 1, 2, . . . , R2) are
used. Examples of the eigenvectors are illustrated in Fig. 8.

4.4. Projection of the training images to the eigenspace

All the training images are projected onto the eigenspace as
points. The following operation projects category c’s training
images x(c)

p (c ∈ G(g), p ∈ P), and thereby the projected points

�
(c)
p in the eigenspace is obtained as

�
(c)
p = [e(g)

1 · · · e(g)
R2

]�(x(c)
p − μ(g)). (23)

4.5. Character recognition using blur information

This second step of recognition utilizes blur information ob-
tained from camera motion. Given that a recognition result
from the first step is g, if |G(g)| = 1, there are no other candi-
dates for consideration as a recognition result. Hence the final

recognition result is also g, whereas if |G(g)|�2, we dismiss
the results from the first step once and compute the final result
as described below.

(1) Projection to the eigenspace: First, the target image is
projected onto the eigenspace of group G(g). Letting zm

denote the vectorized and normalized target image in the
mth frame, a projected point �m corresponding to the image
is obtained by

�m = [e(g)
1 · · · e(g)

R2
]�(zm − μ(g)). (24)

(2) Estimation of blur information: As for blur information, the
extent and angle of the motion blur can be estimated from
the camera motion. Let xm and ym represent the location
of the target character in the image of the mth frame. A
blur extent parameter b̂m and a blur angle parameter �̂m

are estimated as follows:

b̂m =
√

(xm − xm−1)
2 + (ym − ym−1)

2, (25)

�̂m = tan−1 ym − ym−1

xm − xm−1
. (26)

(3) Calculation of similarity: In the eigenspace method, the
smaller the distance between the projected points is, the
more similar these original images are. Here we need to
evaluate the distance between �m and points �

(c)
p (b =

b̂m, � = �̂m) for each category c ∈ G(g). However, the es-
timated b̂m and �̂m generally do not coincide with any pa-
rameters p ∈ P in the trained set, and more importantly,
these estimated values can differ to a certain extent from
the actual blur PSF. Accordingly, reference points are se-
lected from training sets with a limited parameter range
B ⊂ P defined as

B = {p ∈ P | 0�b� b̂ + �b, �̂ − ����� �̂ + ��}, (27)
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assuming that the actual b is not much greater than the es-
timated b̂, and that the difference between � and �̂ is not
large. The classification is based on the nearest neighbor
rule. Fig. 9 illustrates the classification scheme of the pro-
posed method. For each category, a distance to the nearest
reference point is evaluated. The final result ĉ2 is com-
puted using

ĉ2 = arg min
c∈G(g)

M∑
m=1

min
p∈B

‖�m − �
(c)
p ‖. (28)

5. Experiment

5.1. Conditions

The performance of the proposed method was evaluated with
a digital camera (Panasonic DMC-FX9) that provides the ability
to record video with a spatial resolution of 640 × 480 pixels
and 30 frames per second. As test data, 62 characters (A–Z,
a–z, 0–9: Century font) printed on a paper were captured. The
average size of the printed characters was 5 mm2. The distance
to the paper was 30 cm, and the focal length of the camera was
5.8 cm; the average character size in the captured images was
11 × 11 pixels. The segmented area for each character was the
minimum square that includes the whole character. The anti-
blur function of the digital camera was kept off during the
experiment.

5.2. Training step

First, the optical blur PSF of the camera needs to be es-
timated. Two hundred images were taken for PSF estimation
from a distance of 30 cm. In the generation step, we controlled
the parameters so that the training images set should vary.
The synthetic degradation parameter d was changed in four
steps (d = 0.5, 1.0, 1.5, 2.0), the blur extent parameter b by 11
steps (b=0, 2, . . . , 20), the blur angle parameter � by 12 steps

Table 1
Groups (g : G(g)) within which characters are reclassified

� = 0.01 � = 0.02 � = 0.05, 0.10 � = 0.20

L: {L, t} S: {S, 8} V: {V, v} V: {V, v}
O: {O, o} V: {V, v} W: {W, w} h: {b, h}
R: {F, R} W: {W, w} h: {b, h} l: {I, i, l,1}
S: {S, 8} h: {b, h} l: {I, i, l, 1}
V: {V, v} l: {I, i, l, 1}
W: {W, w} 1: {i, 1}
h: {b, h}
l: {I, i, j, l, 1}
1: {i, 1}

If recognition result in the first step is character g, final result is determined
from category set G(g).

(� = 0, �/12, . . . , 11�/12), the expansion rate parameter a by
three steps (a=14/16, 15/16, 1), and the segmentation param-
eters �x and �y individually by three steps (−a, 0, a), which
resulted in obtaining 14 256 training images (32 × 32 pixels)
per category. The original images were also in Century font.
We used the top 10 eigenvectors for the first step of the recog-
nition (R1 = 10). The number of eigenvectors was determined
such that the cumulative contributions of all subspaces were
over 97.5%.

Next, the groups used for the reclassification were organized.
As the recognition samples for the grouping, 300 image se-
quences composed of 10 successive frames each were taken
in the same way as the test data. For the grouping threshold
in Eq. (18), five cases (� = 0.01, 0.02, 0.05, 0.10, 0.20) were
tested. Table 1 lists the organized groups in these cases. The
eigenspaces were constructed as described in Section 4. As for
the value of R2 in Eq. (28), we used the smallest number of
eigenvectors whose cumulative contribution was over 80%.

5.3. Comparison with other methods

The sets of points, which were used for distance evaluation
in the second step of recognition, were computed by projecting
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Fig. 10. Examples of the test data.

the training images onto the eigenspaces. The parameter range
in Eq. (27) was set as (�b, ��) = (2, �/6).

5.4. Methods

In order to evaluate the performance of the proposed method,
it was compared with the subspace method and with the original
eigenspace method.

Recognition results of the subspace method are obtained
by Eq. (17). The proposed method is equivalent to the sub-
space method if the second step of recognition is not employed,
namely if � > 1.

In the original eigenspace method compared here, all the
results are obtained by the distance calculation in a single
eigenspace, which is also known as an universal eigenspace
[11]. Its recognition process is basically the same as described
in Section 4, except that the eigenspaces of groups are replaced
by the universal eigenspace. The proposed method is equiva-
lent to the original eigenspace method if all categories g have
a group G(g) consisting of all categories, namely if � = 0.

5.5. Conditions and recognition results

Three photographic conditions were set for this experiment.
Image sequences for the test data were taken under:

Condition A: Still camera on a tripod.
Condition B: Camera held as still as possible.
Condition C: Camera held by vibrating hand.

We used image sequences composed of 10 successive frames
for the tests. The number of the image sequences for each
Conditions A, B, and C were 300, 1736, and 503, respectively.
The image sequences for Conditions A and B were taken by six
persons. Fig. 10 shows some examples of the test data, while
the distribution of the estimated blur extent b̂ = ∑M

m=1 b̂m/M

is given in Fig. 11, where we can see that b̂ is not always zero
even under Condition B. The results are shown in Table 2.
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Fig. 11. Distributions of estimated blur extent b̂ by conditions. n(b̂) is the
number of samples whose blur extent is b̂.

5.6. Discussion

By comparing the results to those of the subspace method,
the availability of the second recognition step is demonstrated.
According to the results, the recognition rates were improved
by introducing the second step. The proposed method was ef-
fective particularly under Conditions B and C, indicating that
some blurred characters, which were misclassified in the first
step, were correctly reclassified in the second step. It is also
worth remarking that Condition B was more appropriate for
the recognition than Condition A. This is because integrating
time-varying images by Eqs. (17) and (28) was effective for
recognizing low-resolution characters.

While the usefulness of the second step using the eigenspace
method was shown, the recognition rates from the original
eigenspace method were low under any condition. One reason is
that the number of categories was large. The original eigenspace
method using only an universal eigenspace is not suitable for
the purpose such as character recognition. The eigenspace is
useful if it is constructed among the small number of struc-
turally similar categories and if the image appearance varies
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Table 2
Recognition rates of characters under various conditions

Method EM Proposed method SM

Grouping threshold (� = 0) � = 0.01 � = 0.02 � = 0.05, 0.10 � = 0.20 (�> 1)

Condition A 77.22 97.01 97.37 97.39 97.39 97.30
Condition B 77.49 98.38 98.73 98.69 98.69 98.21
Condition C 75.03 93.58 94.29 94.29 94.30 93.76

The proposed method is compared also with the subspace method (SM) and the original eigenspace method (EM).

Classified wrongly in both steps
Classified correctly in the first step, but wrongly in the second step
Classified wrongly in the first step, but correctly in the second step

Classified correctly in both steps
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Fig. 12. The number of misclassified characters in each step. Recognition rates for various � are compared: (a) Condition A; (b) Condition B; (c) Condition C.

depending on parameters. The proposed method uses the
eigenspace effectively for the classification within groups of
such
characters.

A problem connected with grouping is the determination of
threshold �. As discussed above, desirable grouping contributes
to a better performance. If we assume that the recognition
accuracy of the second step is identical to that of the origi-
nal eigenspace method, it is about 80% due to the results in
Table 2. Accordingly, it can be effective to determine � such
that ��1−0.8=0.2. When �=0.01, however, the performance
under Conditions A and C was lower than the subspace method.
Fig. 12 shows how much characters were classified correctly
or wrongly in each step. Setting � too small increased the num-
ber of misclassified characters in the second recognition step.
As shown in Table 1, the number of groups increases as � de-
creases, which can result in over-grouping. These results indi-
cate that the second recognition step is effective for frequently
misclassified categories and therefore over-grouping should be
avoided.

6. Conclusion

In this paper, we proposed a method for improving the recog-
nition accuracy of camera-captured characters without restor-
ing images. This method uses the blur information estimated
from camera motion. A reclassification step using this infor-
mation was introduced to reduce classification errors. It was

experimentally proved that the effective use of motion blur im-
proves the recognition accuracy of blurred characters. Since the
training step is based on the generative learning method, our
method can be applied easily to characters of any size and font.
Evaluating the method’s performance under various conditions
is a future work, together with improving the reclassification
accuracy. Parameters from other models such as rotation model
could also be valuable as supplementary information for the
classification.
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